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Abstract
Question Answering (QA) systems brought a fresh perspective to the Information Re-
trieval (IR) research area, enabling humans to ask natural language question to a compu-
tational system which can retrieve a single and precise answer. In front of this nature, we
understand that this kind of approach could bring a valuable contribution to a Teaching-
Learning process. This study aims to analyze how question answering algorithms performs
when applied to an educational environment. To achieve this goal, we developed a Sys-
tematic Literature Review (SLR) which enlighten the concepts, definitions and patterns
of QA field, guiding us on which algorithm, approach and paradigm were more suitable for
our needs. After that we created our own educational corpus and tested two approaches
with it. As a result, we concluded that, QA systems can be used as a important tool on
a teaching-learning process as we could reach a 77% match on factoid answers.

Key-words: question answering systems; natural language processing; information re-
trieval.
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1 Introduction

Question Answering (QA), a growing field from Information Retrieval (IR), has as
its main goal provide precise answers to questions posed in natural language Athenikos and
Han (2010). In other words, by employing different techniques, such as Natural Language
Processing and Information Extraction, these systems aims to retrieve a single and precise
answer for a question, both in natural language, asked by a human, instead of returning
long lists of possible documents that could have the answer for the inquirer doubt, as the
current search engines usually works.

The research on QA systems had its beginning far back in 1960s, when systems
like BASEBALL Green Jr et al. (1961) and LUNAR Woods (1997) were developed but,
the scientific community, involved with information retrieval, starts to join this studies
only after conferences like TREC1 begun with tasks in this field. Since then, algorithms,
techniques and paradigms have been developed seeking to improve QA systems accuracy
and performance.

Question answering systems can be applied in several domain of knowledge, such
as, medicine Yu et al. (2007); Terol et al. (2007); Dietze and Schroeder (2009); Athenikos
et al. (2009); Cao et al. (2010); Richardson et al. (2011); Cao et al. (2011); Aarabi (2013);
Ferrucci et al. (2013); Abacha and Zweigenbaum (2015); Hristovski et al. (2015), tu-
rism Ferrández et al. (2009a); Ferrandez et al. (2011); Bhoir and Potey (2014); Hartawan
et al. (2015), agriculture Malik et al. (2013); Biswas et al. (2014), information techno-
logy Pudaruth et al. (2016) and many others, besides the different languages that they
can attend. Watchful to this context, we observed a high adherence of these systems to
educational environment, specially for a Portuguese teaching-learning process. With this
in mind we raised the following question, What are the performances of a Ques-
tion answering systems when they are applied to a Portuguese educational
environment?

To answer this question, we outline this study, first of all, aiming to understand
more about the algorithms, techniques, solutions and paradigms that circles QA systems.
Our goal with that, was establish a reliable process for the choice of the algorithms that
better fits to our needs. To achieve this goal we developed a systematic literature review
(SLR).

The SLR showed us that natural language processing (NLP) paradigms would be
better suitable to our needs than the other, once it is enabled to multilingual implemen-
tations and achieved great results. The techniques were also enlighten and we could see

1 http://trec.nist.gov/
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that the ones that are based on deep learning that are capable of learning long-term
dependencies.

With the results of SLR, we started our experiment, where we tested our educa-
tional corpus in two QA algorithms based on NLP, Improved Dynamic Memory Network
(DMN+) and Sequence To Sequence (Seq2Seq). The experiment showed to us that QA
systems can be used as an important tool in a educational environment, since the appro-
ach based on +DMN reach a 77% rate on answer matching for factoid questions and a
63% match when we consider all types of questions.

This work is composed by 4 chapters. Chapter 2 describes our Systematic Litera-
ture Review, in Chapter 3 we detailed our experiment and its results and in Chapter 4
we outline our conclusions about the research.
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2 Systematic Literature Review

2.1 Introduction

Question Answering (QA) systems have emerged as powerful platforms for auto-
matically answering questions asked by humans in natural language using either a pre-
structured database or a collection of natural language documents Echihabi and Marcu
(2003); Grau (2006); Sun and Chai (2007); Lin et al. (2007); Chali et al. (2011); Dwi-
vedi and Singh (2013); Ansari et al. (2016); Lende and Raghuwanshi (2016). In other
words, QA systems make it possible asking questions and retrieve the answers using na-
tural language queries Abdi et al. (2016) and may be considered as an advanced form of
Information Retrieval (IR) Cao et al. (2010).

With the efforts from academic research, Question Answering is a growing research
field worldwide Voorhees and Tice (2000); Wang et al. (2000). The demand for this kind of
system increases day by day since it delivers short, precise and question-specific answers
Pudaruth et al. (2016). Nevertheless, a systematic approach for understanding the algo-
rithms, techniques and systems around Question Answering is lacking so far. Although
previous literature reviews have focused on specific aspects of Question Answering like
domain Athenikos and Han (2010); Kolomiyets and Moens (2011), information retrieval
paradigm Gupta and Gupta (2012) and hybrid based paradigm Kalyanpur et al. (2012),
the relationships between domains, algorithms, techniques and systems have not been
established.

We provide an a holistic view of QA according to the literature. We performed
a systematic mapping study to enlighten the paradigms, technologies, domains, metrics
and concepts that surround this field of research. As result, we identified how the rese-
arch community addresses the theme, the main paradigms observed, how the approaches
fit in different kinds of domains, the results obtained by the implementations of these
approaches.

We outline this paper as follows: we explained the main concepts about the theme
in section 2.2, then we detailed the systematic literature review process in Section 2.3 and
presented the results of the SLR in Section 2.4. We also analyzed the related works found
on literature in Section 2.6.
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2.2 Background

2.2.1 Question Answering

Question Answering systems in information retrieval are tasks that automatically
answer the questions asked by humans in natural language using either a pre-structured
database or a collection of natural language documents Echihabi and Marcu (2003); Grau
(2006); Sun and Chai (2007); Lin et al. (2007); Chali et al. (2011); Dwivedi and Singh
(2013); Ansari et al. (2016); Lende and Raghuwanshi (2016). In other words, QA systems
enable asking questions and retrieving answers using natural language queries Abdi et al.
(2016). Cao et al. (2010) consider QA systems an advanced form of information retrieval.
The demand for this kind of system increases on a daily basis since it delivers short, precise
and question-specific answers. Pudaruth et al. (2016). With the efforts from academic
research, the QA subject has attracts growing interest around the world Voorhees and
Tice (2000); Wang et al. (2000) and the main evidence of this is the IBM Watson Ferrucci
(2012).

To understand the Question Answering subject, we firstly define the associated
terms. A Question Phrase is the part of the question that says what is searched. The term
Question Type refers to a categorization of the question for its purpose. In the literature
the term Answer Type refers to a class of objects which are sought by the question.
Question Focus is the property or entity being searched by the question. Question Topic
is the object or event that the question is about. Candidate Passage can broadly be defined
as anything from a sentence to a document retrieved by a search engine in response to a
question. Candidate Answer is the text ranked according to its suitability to as an answer
Prager et al. (2007).

Previous studies mostly defined a architecture of Question Answering systems in
three macro modules Sucunuta and Riofrio (2010); Vila et al. (2011); Allam and Haggag
(2012); Gupta and Gupta (2012); Malik et al. (2013); Bhoir and Potey (2014); Neves
and Leser (2015): Question Processing, Document Processing and Answer Processing as
showed in Figure 1.

Question Processing receives the input from the user, a question in natural lan-
guage, to analyze and classify it. The analysis is to find out the type of question, meaning
the focus of the question. This is necessary to avoid ambiguities in the answer Malik et al.
(2013). The classification is one of the main steps of a QA system. There are two main
approaches for question classification, manual and automatic Ray et al. (2010). Manual
classification applies handmade rules to identify expected answer types. These rules may
be accurate but they are time-consuming, tedious, and non-extensible in nature. There
are approaches that classify the question type as What, Why, Who, How, Where questions
and so on Moldovan et al. (2003); Gupta and Gupta (2012). This type of definition helps



2.2. Background 15

Figure 1 – Architecture of the three macro question answering modules. Question pro-
cessing module classifies the question by its type and morphology. Answer
processing module uses the classification and transformation made in ques-
tion processing module to extract the answer from the result of the Do-
cument Processing module that executes previously to create datasets,
indexes or neural models.

on a better answer detection. Automatic classifications, in contrast, are extensible to new
questions types with acceptable accuracy Liang et al. (2007); Ray et al. (2010).

Question processing is divided in two main procedures. The first one is to analyze
the structure of the user’s question. The second one it to transform the question into a
meaningful question formula compatible with QA’s domain Hamed and Ab Aziz (2016).
Questions can also be defined by the type of answer expected. The types are factoid, list,
definition and complex question Kolomiyets and Moens (2011). Factoid questions are the
ones that ask about a simple fact and can be answered in a few words Heie et al. (2012),
for instance, How far is it from Earth to Mars?. List Question demands as an answer a
set of entities that satisfies a given criteria Heie et al. (2012), When did Brazil win Soccer
World Cups? illustrates this point clearly. Definition questions expect a summary or a
short passage in return Neves and Leser (2015): How does the mitosis of a cell work?
is a good illustration of it. In contrast, Complex Question is about information in a
context. Usually, the answer is a merge of retrieved passages. This merge is implemented
using algorithms, such as: Normalized Raw-Scoring, Logistic Regression, Round-Robin,
Raw Scoring and 2-step RSV García-Cumbreras et al. (2012).

Different from question processing that is execute on every question asked by



16 Chapter 2. Systematic Literature Review

the user, Document Processing has as its main feature the selection of a set of relevant
documents and the extraction of a set of paragraphs depending on the focus of the question
or text understanding throw natural language processing Malik et al. (2013). This task
can generate a dataset or a neural model which will provide the source for the answer
extraction. The retrieved data can be ranked according to its relevance for the question
Neves and Leser (2015).

The Answer Processing is the most challenging task on a Question Answering
system. This module uses extraction techniques on the result of the Document Processing
module to present an answer Bhoir and Potey (2014). The answer must be a simple
answer for the question, but it might require merging information from different sources,
summarization, dealing with uncertainty or contradiction.

2.2.1.1 Evaluation Methods

Evaluation methods are part of a Question Answer system. As QA approaches
are developed rapidly, reliable evaluation metrics to compare these implementations are
needed. According to Yao (2014), the evaluation metrics used in QA are 𝐹1 and accuracy.
To understand these measures we have to keep in mind a 2x2 contingency table. For any
particular piece of data being evaluated, this table will classify it in two classes, a fragment
that was correctly selected (true positive) or was correctly not selected (false negative)
and a fragment that was not correctly selected (false positive) or incorrectly not selected
(true negative). Using accuracy as a measure metric means the application of the formula
2.1.

Accuracy = True Positive + True Negative
True Positive + False Positive + False Negative + True Negative (2.1)

The issue observed on this metric for Question Answering systems evaluation is
the high rates of true negative a system can find, i. e., when a fact question is made, there
is one correct answer, anything else would be incorrect and not selected. In this case, a
system could have a high calculated accuracy but unmeaningful. To fix this issue, the f
measure is addressed and it is based on the same 2x2 contingency table and two measures:
Precision and Recall. Precision (Formula 2.2) is the percentage of selected answers that are
correct and Recall (Formula 2.3) is the opposite measure, it is the percentage of correct
answers selected. Using Precision and Recall, the fact of a high rate of true negative
answers is not relevant anymore Kumar et al. (2005); Yao (2014).

Precision = True Positive
True Positive + False Positive (2.2)
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Recall = True Positive
True Positive + False Negative (2.3)

Analyzing Precision and Recall and knowing that they are opposite, the key con-
cept here is the trade-off researchers must do in each measure, looking for the best metrics
to evaluate their systems. Most of fact QA systems should use Recall as a measure metric
since it does not matter how high the false positive rates are, if there are high true positive
rates, the result will be good. However, for list or definition QA systems, maybe Precision
would be better. To balance this trade-off, the f measure is presented (Zhang et al., 2008;
Yao, 2014) (Formula 2.4).

𝐹1 = 2(Precision.Recall)
Precision + Recall (2.4)

This measure implements a weighted way of assessing the Precision and Recall
trade-off.

There are metrics that can be used to evaluate QA systems, such as Mean Average
Precision (MAP) presented on Formula 2.5, which is a standard measure for Information
Retrieval, Mean Reciprocal Rank (MRR) showed in Formula 2.7 used to calculate the
answer relevance (Li et al., 2007; Zhang et al., 2008; Yao, 2014). This one is mainly used
in Information Retrieval paradigms.

MAP =
∑︀𝑞=1

𝑄 𝐴𝑣𝑒𝑃 (𝑞)
𝑄

(2.5)

The AveP, Average Precision, is given by the equation 2.6:

AveP =
∑︀𝑘=1

𝑁 𝑃 (𝑘) × 𝑟𝑒𝑙(𝑞)
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡}|

(2.6)

MRR = 1
N

N∑︁
𝑖=1

RR(𝑞𝑖) (2.7)

2.3 Research
This Systematic Literature Review (SLR) was based on guidelines provides by

Okoli and Schabram (2010) and Keele (2007). The review tasks are based on their eight
steps, and here we will describe: Purpose of the Literature Review, Searching the Litera-
ture, Practical Screen, Quality Appraisal and Data Extraction.

A exponential growth in written digital information led us to the need for increa-
singly sophisticated search tools Bhoir and Potey (2014); Pinto et al. (2014). The amount
of unstructured data is increasing and it has been collected and stored at unprecedented
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rates Chali et al. (2011); Bakshi (2012); Malik et al. (2013). The challenge is to create
ways to consume this data, extract information and knowledge having an interesting expe-
rience in the process. In this context the Question Answering systems emerge, providing a
natural language interaction between humans and computers to answer as many questions
as possible and enabling the retrieval of these answers from unstructured data sets. We
created five research questions, showed in Table 1, to guide this SLR as an attempt to
understand how Question Answering systems techniques, tools, algorithms and systems
work and perform, how reliable implementing tasks they are and the relationship between
QA and Natural Language Processing (NLP).

ID Question
RQ1 What is the representativeness of each QA paradigm?
RQ2 Which are the QA techniques addressed?
RQ3 Which metrics or indicators are used to compare the different QA algorithms,

techniques and systems?
RQ4 Which are the fields in which QA systems and NLP are used?
RQ5 How the relationship between QA systems and NLP is built?

Table 1 – Research Questions.

2.3.1 Data Retrieval

We indexed journals and papers written in English. Besides the language factor,
a date filter was applied. Papers published from 2000 up to December in 2016 were
accepted. We defined this date criteria based on the observations of Wang et al. (2000).
After the first TREC 1 that addressed QA systems in 1999, the number of studies about
the theme increased and also represent its evolution. Book chapters were also excluded
from the search. The searches were conducted in five digital libraries, ACM Digital Library
2, IEEE Xplore 3, Science Direct - Elsevier 4, Springer Link 5 and Wiley 6. To execute
this task, a conceptual research string was developed containing the main keyword of the
theme. We executed the search strings on December 1st 2016 in each digital library and
the results are presented in Table 2.

2.3.2 Screening of papers

We applied inclusion and exclusion criteria to be explicit about the studies we
considered in our review. We kept in this study papers that satisfy the inclusion and
1 http://trec.nist.gov/pubs/trec8/t8_proceedings.html
2 http://dl.acm.org
3 http://ieeexplore.ieee.org/Xplore/home.jsp
4 http://www.sciencedirect.com
5 http://link.springer.com
6 http://http://onlinelibrary.wiley.com/

http://trec.nist.gov/pubs/trec8/t8_proceedings.html
http://dl.acm.org
http://ieeexplore.ieee.org/Xplore/home.jsp
http://www.sciencedirect.com
http://link.springer.com
http://http://onlinelibrary.wiley.com/
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Digital Library Number Of Returned Papers
ACM Digital Library 130
IEEE Xplore 178
Science Direct - Elsevier 860
Springer Link 633
Wiley 21
TOTAL 1822

Table 2 – Number of papers retrieved in each Digital Library after search strings execu-
tion.

exclusion criteria, described in Table 3. With the practical screening we selected 203
papers from the initial 1822 set.

Inclusion Criteria Exclusion Criteria
Papers written in English. Papers written in other languages rather

than English.
Academic papers published in conferences or
journals.

Duplicated papers found on the digital libra-
ries.

Papers that describe a Question Answering
algorithm, technique or system.

Books, thesis, editorials, prefaces, article
summaries, interviews, news, reviews, cor-
respondences, discussions, comments, rea-
der’s letters and summaries of tutorials,
workshops, panels, and poster sessions.

Papers that establish a relationship between
Question Answering and Natural Language
Processing.
Papers published until December 1st 2016
Papers published from 2000 on wards

Table 3 – Inclusion and Exclusion Criteria defined for screening.

2.3.3 Eligibility

To achieve the commitment to include relevant papers in this review synthesis, we
created quality assessment questions (QAQ) shown in Table 4 as proposed by Kitchenham
et al. (2009).

Each QAQ was answered with Yes (Y), Partial (P) or No (N). We assigned values
to these answers in which Yes = 1.5, Partial = 0.5 and No = 0. From this moment on,
203 papers were read and evaluated according to the Quality Assessment Questions. The
articles with scores lower than 0.5 were excluded from the result set. Finally, we selected
124 papers, that are listed in Table 5.
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ID Research Question
QAQ 1 Is the main objective of the paper to deal with the question answering topic?
QAQ 2 Does the paper describe a question answering algorithm, technique or sys-

tem?
QAQ 3 Is the paper able to establish the relationship between question answering

and natural language processing?
QAQ 4 Does the paper describe the results of the proposed QA algorithm, technique

or system with an evaluation metric?

Table 4 – Question Assessment Questions.

2.3.4 Data Extraction and Classification

With the studies included in the review identified, we started a data extraction
from the papers full readings. We created 6 categories to classify the studies set.

2.4 Results and Discussion
This section describes and discusses the findings from the data extraction and

classification activities. The findings are presented in a graphical view and are organized
by research question.

Using the categories described in Section 2.3.4, we analyzed the information throw
its time line. When we consider this time line of the publications, it is possible to see
relevant works published each year in the Question Answering field. When crossing this
information with the obtained results these works got by year, showed in Figure 2, we can
highlight a variation on its average, which revels that QA paradigm is an open question.

2.5 Discussion

2.5.1 RQ1 - What is the representativeness of QA paradigm?

To answer this question, we considered the observations brought up by Yao (2014)
to classify the papers. From the 124 studies, 33.9% of the papers implemented a kno-
wledge base paradigm, 33.1% implemented a natural language processing paradigm, 29%
implemented an information retrieval paradigm and 4% implemented a Hybrid paradigm.
This low number of Hybrid Based implementations is in accordance with the definitions
by Yao (2014) that says that a Hybrid approach is harder to implement than the others.
We observed a slightly higher usage of knowledge base and natural language processing
implementations.

As one may notice, knowledge base and natural language processing paradigms
are implemented at almost the same rate (Figure 2), so we went further in this relation
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Addressed
Paradigm

Papers

NLP Pack and Weinstein (2001); Li et al. (2002b); Girju (2003); Solorio et al.
(2004); Jung et al. (2005); Metzler and Croft (2005); Pustejovsky et al.
(2005); Xie and Liu (2005); Saquete et al. (2006); Beg et al. (2007); Liu
et al. (2007); Lin et al. (2007); Liang et al. (2007); Ko et al. (2007); Hartawan
et al. (2015); Vazquez-Reyes and Black (2008); Mansouri et al. (2008); Wang
and Manning (2010); Cao et al. (2010); Surdeanu et al. (2011); Silva et al.
(2011); Oh et al. (2011); Moreda et al. (2011); Chali et al. (2011); Pinto
et al. (2014); Bhoir and Potey (2014); Bonnefoy et al. (2011); Fikri and
Purwarianti (2012); Perera and Perera (2012); Aarabi (2013); Ferrucci et al.
(2013); Sagara and Hagiwara (2014); Biswas et al. (2014); Ilvovsky (2014);
Chali et al. (2015); Hristovski et al. (2015); Ansari et al. (2016); Lende and
Raghuwanshi (2016); Nanda et al. (2016); Pechsiri and Piriyakul (2016);
Archana et al. (2016)

IR Moldovan et al. (2000); Hammo et al. (2002); Moldovan et al. (2003); Dumais
(2003); Lin and Katz (2003); Azari et al. (2004); Hammo et al. (2004); Kumar
et al. (2005); Li et al. (2005); Radev et al. (2005); Xie and Liu (2005); Yu
et al. (2007); Moldovan et al. (2007); Li et al. (2007); Zhang et al. (2008);
Wen et al. (2008); Tapeh and Rahgozar (2008); Kosseim and Yousefi (2008);
Figueroa and Neumann (2008); Wenyin et al. (2009); Athenikos et al. (2009);
Moriceau and Tannier (2010); Balahur et al. (2010); Zong et al. (2011);
Richardson et al. (2011); Cao et al. (2011); Vila et al. (2011); Heie et al.
(2012); García-Cumbreras et al. (2012); Barskar et al. (2012); Komiya et al.
(2013); Kamal et al. (2014); ICA (2014); Pavlić et al. (2015); Bakari et al.
(2016); Seena et al. (2016)

KB Harabagiu et al. (2000); Hsu et al. (2001); Cheng et al. (2002); Li et al.
(2002a); Chu-Carroll et al. (2003); Li et al. (2003); Beale et al. (2004); Mon-
tero and Araki (2004); Badia (2007); Terol et al. (2007); Lopez et al. (2007);
Rabiah et al. (2007); Grau (2006); Rabiah et al. (2008); Guo and Zhang
(2009b,a); Guo (2009); Ferrández et al. (2009b,a); Dietze and Schroeder
(2009); Varathan et al. (2010); Peng et al. (2010); Furbach et al. (2010);
Buscaldi et al. (2010); Malik et al. (2013); Tartir et al. (2011); Al-Nazer
and Helmy (2015); Ferrandez et al. (2011); Moré et al. (2012); Kuchmann-
Beauger et al. (2013); Spranger and Labudde (2014); Toti (2014); Shekar-
pour et al. (2015); Abacha and Zweigenbaum (2015); Zayaraz et al. (2015);
Yang et al. (2015); Molino et al. (2015); Pudaruth et al. (2016); Hakkoum
and Raghay (2016); Abdi et al. (2016)

Hybrid Delmonte (2006); Frank et al. (2007); Sucunuta and Riofrio (2010); Chan-
drasekar (2014); Walke and Karale (2013)

Table 5 – 124 Papers addressed in this study. They were categorized by the question
answering paradigm implemented.
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Category Description
01 Metadata of the papers, comprising the name of the paper and DOI, the

home country of the author, University, the year of publication and the
digital library where the paper came from

02 Defined which main approach was selected on the paper. Four paradigms
were observed, Natural Language Processing based, Information Retrieval
based, Knowledge Base based and Hybrid Based Yao (2014)

03 Was based on natural language processing technique used on the approach
Wang et al. (2000); Beg et al. (2007); Cao et al. (2011); Monner and Reggia
(2012); Bhoir and Potey (2014); Chandrasekar (2014); Pinto et al. (2014);
Chali et al. (2015); Ansari et al. (2016); Hakkoum and Raghay (2016).

04 Dealt with the metrics used to evaluate the accuracy of the question answe-
ring systems Solorio et al. (2004); Bonnefoy et al. (2011); Pinto et al. (2014);
Hakkoum and Raghay (2016).

05 Determined whether the approach used a training set or which kind of cor-
pora or Data Source was addressed. Examples are, Wordnet7, Hownet8, Goi-
Taikei9 and MedLine10.

06 Detailed classifications such as: language of application, fields of applica-
tion, usage of a chat bot or dialogue approach to improve the quality of
the information from users, information merging algorithms used to answer
complex questions and question type Hsu et al. (2001); García-Cumbreras
et al. (2012); Biswas et al. (2014); Neves and Leser (2015); Mishra and Jain
(2016).

Table 6 – Six Categories created to classify the Studies.

Figure 2 – Publication Time-Line since 2000 and the average of the results obtained
by the approaches implementation. The average oscillation over the years
show a constantly seek to better option on QA research.
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and crossed the amount of implementations of three paradigms (we excluded Hybrid Pa-
radigms due to its lower rates of implementation) against the following dimensions: the
first dimension is the language implemented on the approach. The approaches are imple-
mented to understand a natural language question, and answer in the same way. With
this analysis, we were able to see that English was the most adopted language and natu-
ral language processing paradigms implemented independent language approaches. The
second dimension that we had crossed with the representativeness of each QA paradigm
was the accuracy each one reaches. We could observe an average accuracy per year higher
for natural language processing paradigm in 53% of the cases. Finally, we highlighted in
Figure 3 an important finding for this study, which is the good accuracy reached by the
implementation when implemented in an independent language approach.

Figure 3 – Relationship between the high accuracy reached and independence lan-
guage implementations, showing that Natural Language Processing rea-
ched best performance.

2.5.2 RQ2 - Which are the most frequently applied QA techniques?

To implement the modules of a QA software architecture (Question Processing, Do-
cument Processing and Answer Processing), researchers have used techniques, algorithms,
frameworks and systems related to information extraction, natural language processing
and machine learning. We categorized these tools in order to analyze and summarize their
relevance to the study. We clustered, in Figure 4, the 15 most addressed techniques, al-
gorithms, frameworks and tools observed in the SLR by the paradigms they are part of.
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Figure 4 – TOP 15 Techniques, algorithms, frameworks and tools observed in SLR.

2.5.3 RQ3 - Which metrics or indicators are used to compare different Ques-
tion Answering algorithms, techniques or systems?

In our research, we extracted the metrics that researchers used to evaluate their
implementations in each works. In Figure 5, we clustered the identified metrics by the
QA paradigms.

We are able to understand from this analysis that since natural language processing
paradigm had the best average evaluation performance over the years, the Precision and
Recall metrics are indicated to evaluate this kind of implementation.

The elapsed time performed by the approach on answer extraction and user deli-
very was not evaluated by most of researchers, only 6% of papers addressed this metric.

It is important to observe how the evaluation was performed in the approaches
when analyzing the obtained results. In order to provide a comparison among implemen-
tations, a common dataset for training and testing is crucial. We crossed metrics extracted
by the usage of a testing or training set provided by QA conference, such as TREC Pack
and Weinstein (2001); Moldovan et al. (2003); Chu-Carroll et al. (2003); Girju (2003);
Lin and Katz (2003); Li et al. (2005); Lin and Demner-Fushman (2006); Kunichika et al.
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Figure 5 – QA paradigms and their metrics.

(2007); Kosseim and Yousefi (2008); Hartawan et al. (2015) and CLEF Figueroa and
Neumann (2008); Buscaldi et al. (2010) , and we found out that 24% of the approaches
used a training or test set like that.

2.5.4 RQ4 - Which are the fields in which Question Answering systems and
Natural Language Processing are being applied?

Question Answering has been implemented in different fields of knowledge. The
domains in which QA systems are implemented can be divided in Open-Domain, Restrict-
Domain and Closed-Domain. Our research summarized where and in which context rese-
archers implemented their systems. We did not find any applications in Closed-Domain.
We found out with this analysis that Open-Domain based on World Wide Web implemen-
tations are the biggest part of the researches and medicine subject is also treated at an
important rate, Figure 6 reveals that. From this analysis, we see that question answering
intersects with many areas and domains, showing how this systems can be important on
knowledge extraction for any kind of user and need.

2.5.5 RQ5 - How the relationship between Question Answering systems and
Natural Language Processing is built?

When we analyze the QA implementations starting from 2000, it is possible to see
the paradigms in each approach. The paradigms are named over their main task, but they
use natural language processing techniques whether to classify the question or to retrieve
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Figure 6 – Fields where researcher are implementing their approaches. There is a
wide set of fields, besides the amount of implementations in open domain
on www and medicine on restricted domain.

the answer. In other words, NLP paradigm is not the only relationship between QA and
natural language processing. Information Retrieval and Knowledge Base make use of NLP
techniques that can help on the implementation of these paradigms. Techniques such as
POS Tagging, Tokenization, Named Entity Recognition, Semantic Parser and Similarity
Distance are described in papers which addressed IR or KB paradigms as we can see on
Figure 7. This analysis shows us how natural language processing is important for QA
systems, they are essential to create the understanding between the user and the machine
and most part of the researcher are using NLP on their approaches.

2.6 Related Work
In the past decades, automated QA has generated interesting of information ex-

traction researchers Maybury (2008). Question Answering systems have become challen-
ging due to the complexity and applicability of these systems. Studies published over the
past fifteen years addressed points of view, surveys and reviews about the theme Hamed
and Ab Aziz (2016).

From the works we found, we could see how question answering and natural lan-
guage processing interacts and intersects Hirschman and Gaizauskas (2001) and a com-
parison on approaches based on natural language processing, information retrieval and
question templates, analyzing the differences among the QA approaches, their accuracy
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Figure 7 – Natural language processing techniques used in other paradigms besides
de NPL based one.

and applicability Andrenucci and Sneiders (2005); Prager et al. (2007).

We found reviews for each kind of paradigm. A knowledge-based approach in
order to implement a QA systems in the Bio-medical domain Athenikos and Han (2010);
Kolomiyets and Moens (2011), a information retrieval paradigm complete analysis Gupta
and Gupta (2012) and a hybrid based paradigm review Kalyanpur et al. (2012). One of
the limitations with these studies is that they do not look after all paradigms together,
comparing then.

There were works that discuss the techniques, defines the core components and
proposes trends for the future of QA field Bouziane et al. (2015); Hamed and Ab Aziz
(2016); Mishra and Jain (2016), describes the QA core components and provides a com-
parison among the Question Answering systems implemented in 16 papers Mishra and
Jain (2016).

These works helped on the development of this systematic literature review. This
study aims to fill a gap on systematic literature reviews on question answering, analyzing
the paradigms and their behavior, making available a evaluation of them to establish
when which one can be better used. We considered in this study a classification for the
paradigms, their implemented techniques, their metrics and fields of usage, which no other
work considered.
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3 Experiment

3.1 Introduction

Question Answering (QA) systems are one of the most studied AI subjects in recent
years Mollá and Vicedo (2007). Allowing humans to make natural language questions to a
computational system that retrieves back a specific answer, this kind of platforms brought
a whole new understanding and knowledge to information retrieval subject Echihabi and
Marcu (2003); Grau (2006); Sun and Chai (2007); Lin et al. (2007); Chali et al. (2011);
Dwivedi and Singh (2013); Ansari et al. (2016); Lende and Raghuwanshi (2016).

When we understand the potential of Question Answering systems, we started to
think how they would behave when applied in an educational environment which can
benefit greatly of this kind of system. The performance of QA systems can be strongly
observed on several studies Kumar et al. (2005); Moldovan et al. (2007); Ferrández et al.
(2009a); Cao et al. (2010); Abdi et al. (2016) but there is no study that addressed the
Portuguese language. With that in mind, we raised a research question which we intent
to solve with this study, What is the performance of a QA system when it is applied to
the teaching-learning environment for a Portuguese subject?

Computational techniques have been developed to improve the results of Question
Answering systems, in particular with regards to natural language processing. However,
there is lack on researches applied to the educational environment.

Section 3.2 details the concepts of Question Answering systems and the used al-
gorithms, Section 3.3 provides the details of our experiment, in Section 3.4 and 3.5 our
results and the discussion are enlighten and finally the Section 3.6 brings our conclusion
and the future works that should be addressed.

3.2 Background

3.2.1 Question Answering

Question Answering systems are tasks that aim to answer questions asked in natu-
ral language using either a pre-structured database or a collection of written information
Echihabi and Marcu (2003); Grau (2006); Sun and Chai (2007); Lin et al. (2007); Chali
et al. (2011); Dwivedi and Singh (2013); Ansari et al. (2016); Lende and Raghuwanshi
(2016). QA systems are an advanced form of information retrieval Cao et al. (2010) and
they are usually classified by the paradigm that is implemented and we can define as
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Natural Language Processing, Information Retrieval, Knowledge Base and Hybrid Yao
(2014).

Overall, there are some studies that provides a basic architecture of question answe-
ring systems Sucunuta and Riofrio (2010); Vila et al. (2011); Allam and Haggag (2012);
Gupta and Gupta (2012); Malik et al. (2013); Bhoir and Potey (2014); Neves and Leser
(2015): Question Processing, Document Processing and Answer Processing.

∙ Question Processing: This module is responsible to analyze question structure and clas-
sify its morphology Ray et al. (2010); Malik et al. (2013). Besides that, it classifies
the type of the question Moldovan et al. (2003); Liang et al. (2007); Ray et al.
(2010); Gupta and Gupta (2012) and perform a question transformation creating
a meaningful question formula compatible with QA’s domain Hamed and Ab Aziz
(2016). The question classifications can be defined as Factoid, which are the questi-
ons that are arguing about a fact and their answers doesn’t use a lot of words Heie
et al. (2012), Definition, that requires a summary or short passages as a answer Heie
et al. (2012), and finally List questions that demands for its answer a set of entities
that satisfies a given criteria Neves and Leser (2015).

∙ Document Processing: Responsible for written information understanding throw ma-
chine learning and deep learning techniques Malik et al. (2013); Neves and Leser
(2015).

∙ Answer Processing: Execute extraction techniques on corpus information Bhoir and
Potey (2014).

A number of techniques have been developed to implement question answering systems.
Our SLR enlighten four paradigms as the bases for the QA systems, natural language pro-
cessing (NLP), information retrieval (IR), knowledge base (KB) and hybrid. From those
results observed in our SLR, we identify the suitable paradigm and approaches for our
needs. As we needed an approach for dealing with Portuguese language and high perfor-
mance on answer retrieval we choose algorithms based on NLP paradigm with approaches
based in deep learning.

Once the paradigms and approaches are defined we selected two algorithms do use
on our implementation, improved dynamic neural network and sequence to sequence.

3.2.2 Improved Dynamic Memory Network

We begin by outlining where improved dynamic memory networks came from. This
approach is an enhancement of Dynamic Memory Network (DMN) Xiong et al. (2016) and
represents a neural network architecture improved for QA problems. From a training set
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of input sequences, that could be a sentence, a story, papers, books and questions, DMN
can create episodic memories and use these to postulate consistent answers. Dynamic
Memory Networks for question answering is composed by four modules, Input Module,
Question Module, Episodic Memory Module and Answer Module Anything (2015).

The Input Module is responsible to process the training data. It processes the
input vectors associated with a question into a set of vectors termed facts. The module
is built using a Gated Recurrent Unit (GRU) that enables the network to learn if the
sentence that is being considerate is relevant or there is not related to the answer.

The Question Module process each question word by word, and creates a vector
using the same GRU with the same weights as the input module did. At this moment,
both facts and questions are encoded as embedding.

Episodic Memory Module has the main goal to retrieve the answer for the question
from the input facts. This module is built with two components, the attention mechanism,
which is responsible to create a contextual vector, and the memory update mechanism
that aims to generate the episode memory based on the contextual vector. Finally the
last module is the Answer Module. It is the one responsible for generate an appropriate
response.

The DMN+ addresses two gaps on DMN. The first one is related to the single
GRU. It only allows sentences to have context from sentences before them. The second
gap is if the related sentence (which could be the answer for example) is too far away,
influencing on the interaction of these distance sentences on the word level GRU. These
two issues were treated replacing the single GRU by two new components, a sentence
reader and the input fusion layer, making possible the interactions between sentences
Xiong et al. (2016). Figure 8 enlightens the main architecture of a DMN+ model.

3.2.3 Sequence To Sequence

Sequence to Sequence is a model based on two recurrent neural networks (RNN),
one is the encoder and the other is the decoder.

The encoder acts processing the input sequence and returns its own internal state.
The outputs are discarded from the encoder RNN, only recovering the state. This state will
serve as the context of the decoder in its own step. The decoder is trained to predict the
next characters of the target sequence, given previous characters of the target sequence.
Specifically, it is trained to turn the target sequences into the same sequences but offset
by one timestep in the future, a training process called "teacher forcing"in this context.
Importantly, the encoder uses as initial state the state vectors from the encoder, which is
how the decoder obtains information about what it is supposed to generate Stroh et al.;
Cho et al. (2014); Sutskever et al. (2014).
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Figure 8 – Main architecture of a Question Answering system based on DMN+ ap-
proach. The Input Module with the sentence reader and input fusion layer,
which differentiates this approach from the traditional DMN implementa-
tion.

To use a sequence to sequence model as a basis for a question answering system, it
must be trained as follows. The RNN encoder process the story (which is small segments
of the corpus), followed by a symbol that determines where the question starts, after that
starts the question. Then, another symbol indicates to the network to starts decoding,
with the decoder’s initial state being the encoder’s final. The decoder creates an answer
sequence, followed by a STOP symbol which indicates when the processing should end.

3.3 Experiments

The main goal of this study is analyze the performance of question answering
approaches when applying it on a teaching-learning process. To achieve this goal we
outline this work, taking the following aspects:
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∙ Understanding and Defining QA Systems: We developed a systematic literature review
which helped us to understand QA definitions, standards and concepts, besides
enlighten the paradigms, algorithms and approaches that were better suitable to
our research;

∙ Domain of Application: We defined a restrict domain subject where a QA system could
be analyzed. We choose Software Engineering subject, a computer science topic. We
made this choice due its theoretical nature which fits better to this kind of systems;

∙ Approaches Analyze: We implemented two QA algorithms based on our SLR findings
aiming to analyze their performance.

3.3.1 Definition of QA Paradigm and Approaches

The first step in this process was to develop a systematic literature review aiming
to clarify question answering concepts and identify which is the most appropriate approach
or algorithm that could be used in our research.

In our SLR1 we found out that approaches based on natural language processing
paradigm were more suitable to our needs than the others (Knowledge Base and Infor-
mation Retrieval paradigms) due its easy customization to different languages and high
accuracy rates. Our findings from the SLR leaded us to the bases to select the domain of
our system, the QA algorithms used and finally the means to evaluate them.

3.3.2 QA System Domain and Corpus

An essential part of question answering system is the corpus used as its knowledge
source for training and testing. This work is based on a restrict domain, focusing it
in software engineering field of study. The academic literature on question answering has
revealed that the restrict domain gives accurate answer than the open domain QA systems
Vila et al. (2011); Lende and Raghuwanshi (2016); Nanda et al. (2016); Tartir et al. (2011).
We choose software engineering subject due its theoretical nature which make the question
answer system task easier when answering fact, definition or list questions Cheng et al.
(2002); Kumar et al. (2005); Tartir et al. (2011); Vila et al. (2011); Moré et al. (2012);
Lende and Raghuwanshi (2016).

The experiments were run using a corpus extracted from 11 Software Engineering
books described in Table 7. The reasons why these books were selected are:

∙ They are the most addressed books that Brazilian teachers uses on their Software
Engineering lecture;

1 Submitted in Jan/2018 at Journal of King Saud University - Computer and Information Sciences
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∙ Besides concepts, methods and standards of software engineering, there are books de-
aling with agile methods, a recurrent and important topic on this area;

Book Main
Subject

Book

Software En-
gineering

Wazlawick (2013); PAULA FILHO and PÁDUA; Hirama (2011); Sommer-
ville; Schach (2009); Pressman (1995); PAULA FILHO and PÁDUA

Agile
Methods

Poppendieck and Poppendieck (2009); Prikladnicki et al. (2014); Sbrocco
and Macedo (2012); Cohn (2000)

Table 7 – Software Engineering books used to create the system corpus.

To the extracted contents of the books we added 4186 questions and answers pairs
extracted from internet. The set composed by the books and question answers pairs were
used as the training set. Besides that, 90 questions were prepared to be used as the testing
set. This set was created by the authors of this study or extracted from teachers questions
found at the used books.

3.3.3 Training and Testing sets

3.3.3.1 Training Sets

As described in section 3.3.2, we used as a source of knowledge 11 Software Engi-
neering books, written in Portuguese. To extract the information of each book we defined
a process, detailed on Figure 9 seeking to normalize the files, then the data were collected
using custom software written in python.

With the books files normalized and ready to information extraction, we executed
the custom software built in Python aiming to recover as much information as possible
with quality from files. To maximize this task, we established a set of exclusion criteria,
designed to guide the software on the content classification, making possible to remove
non important information. Table 8 provides the criteria used or our software.

The software was designed to extracted the information in phrases that were saved
as a new line in a text file, this made easier our task to deploy a corpus in the specific
format requested by each question answering algorithm we used.

By the end of text extraction we ended up with 89198 phrases and a vocabulary
composed by 30482.

To improve the corpus quality extracted from the books we designed a training
questions set. As we need reliable questions and answers pairs, the data were gathered
from a web site 2 that provides Brazilian public tenders content, containing questions
2 http://www.qconcursos.com
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Figure 9 – Process defined to normalize the books files. This task was executed to
increase the information quality extracted from all books.

Type of Exclusion Description
Titles, Headers and Footers Books names, chapters description, sessions titles, he-

aders and footers information were removed.
Sentences with less than 5 Words We din not remove all sentences that met this criteria.

Phrases that were part of a list such as bullets and
numbering and sentences that were a part of the text
were kept on the corpus.

Chapter or Section Description Phrases that describes what each chapter or section
talks about were removed.

Summaries and References All summaries, tables of contents, figure lists and the
references were removed.

Others Page numbers, Proper names (Authors and Co-
authors), References and specific phrases (manually
identified) were also removed.

Table 8 – Exclusion criteria used to classify sentences extracted from the software engi-
neering books. One achieved criteria is enough to not use the sentence on the
corpus.
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and answers for several subjects, including software engineering. To download the needed
content, we built a second custom software that parsed the pages and save the information
in a JSON file that have the description of the question, all possible answers, the correct
answer and the metadata of the set. The first step to download the questions and answers
was to filter on the web site only the questions related to Information Technology area and
Software Engineering subject. After filtering the information we used the resulted URL
to start parsing the HTML pages and download the information. On this moment, we
retrieved all questions that the web site filtered for us and generated a complete JSON file
with all of them. Once the download was finished an other step was initiated to classify
the questions regarding their degree of agreement to the needs of our corpus. This step
was based in inclusion and exclusion criteria that are listed in Table 9.

Type of Criteria Description
Inclusion Criteria Questions that are direct classified as a List, Defini-

tion or fact question.
Inclusion Criteria True or False Questions.
Exclusion Criteria Questions that have some kind of image analyze on

their content.
Exclusion Criteria Questions with text fragments that required analyze

and interpretation.

Table 9 – Inclusion and Exclusion criteria used to classify the question according their
compatibility to a corpus set.

By the end of this screening process, we ended up with 4186 questions and answers
pairs that were aggregated to the corpus, improving its quality and reliability.

3.3.3.2 Testing Set

In order to test the implemented question answering systems accuracy, we deve-
loped a set of 90 testing questions. The aim of this task is to normalize all used data,
keeping the differences between the implemented approaches only on its models. The
questions were classified according its types Surdeanu et al. (2011); Chali et al. (2011);
Bonnefoy et al. (2011); Perera and Perera (2012); Aarabi (2013); Biswas et al. (2014);
Ilvovsky (2014); Chali et al. (2015); Hristovski et al. (2015); Ansari et al. (2016); Lende
and Raghuwanshi (2016); Nanda et al. (2016); Archana et al. (2016). In Table 10 we des-
cribed the amount of questions by their types and also provides some examples that we
used.

3.3.4 Implemented Approaches

We executed two QA algorithms based on natural language processing paradigms,
improved dynamic memory network (DMN+) and sequence to sequence (Seq2Seq). Each
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Type Of Question Amount of Ques-
tions

Used Examples

Fact Questions 40
∙ "Quem originalmente propos o modelo Es-

piral?"

∙ "Como ficou conhecido o período da dé-
cada de 1960 até meados da década de
1980?"

∙ "Qual é um exemplo da crise de software
dos anos 1960?"

Definition Questions 25
∙ "Qual é o papel do Engenheiro de Soft-

ware?"

∙ "O que é modelo de processo?"

∙ "O que é projeto?"

List Questions 25
∙ "Quais são os princípios da engenharia de

software?"

∙ "Quais são as vantagens em definir o de-
senvolvimento de software como um
processo?"

∙ "Como são classificados os mitos do soft-
ware?"

Table 10 – Amount of questions by its type used as testing set on our implemented ap-
proaches.
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approach needed a specific formatted file for it’s training which was created by the authors.

3.3.4.1 Improved Dynamic Memory Network

This is one of the most widely-used algorithms for question answering tasks when
addressing a natural language processing Stroh et al.; Xiong et al. (2016); Kumar et al.
(2016). For this approach we created a training file based on our extracted corpus and
it was loaded to the Input and Question module. On the input module the data was
loaded by sentences to be encoded into distributed vector representations. The question
module encodes the questions extracted from the training set into a distributed vector
representation. Figure 10 displays an examples of how data was prepared for this approach
training.

Figure 10 – Examples of how the training data was prepared for training the DMN+
approach.

To run our experiment we used the algorithm implemented in Python based on
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Xiong et al. (2016) findings.

3.3.4.2 Sequence To Sequence

This implementation consists of two recurrent neural networks (RNN), one to work
as the encoder and another one as the decoder Cho et al. (2014); Sutskever et al. (2014);
Bahdanau et al. (2014); Vinyals and Le (2015). On the encoder RNN we loaded the
sequences throw a training file formatted with sentences by line, with that, the encoder
would ideally capture the semantic summary of the input sequence. Based on this context,
the decoder generates the output sequence.

3.4 Results
The standard approach to this section is to present and describe the results in

a systematic and detailed way. The results were obtained after the submission of the
testing set to each implemented approach. The answers retrieved by them were analyzed
manually by the authors and the data were evaluated and detailed here.

The three key results of this experimental are:

∙ The approach based on Improved Dynamic Memory Networks reach better results than
Sequence To Sequence approach.

∙ Question Answering systems based on natural language processing can reach interesting
results.

∙ Question Answering systems can be used as a tool to support a teaching-learning pro-
cess.

Figure 11 presents the results obtained by each executed approach regarding the
answers classifications we made.

What stands out in this figure is how the approach based on improved dynamic
memory networks performed better than Sequence To Sequence based approach. The
DMN+ implementation answered 57 question correctly while Sequence To Sequence ap-
proach answered correct 41 questions. DMN+ had a better performance on the other
classifications either, it answered less non correct questions than the sequence to sequence
approach and had retrieved only 7 wrong answers, other than double wrong answers
responded by Seq2Seq.

The differences between DMN+ and Seq2Seq are highlighted in Figure 12.

As shown in Figure 12, the DMN+ approach answered correctly 31 fact questi-
ons against 21 answered by Seq2Seq. For the definition questions, DMN+ answered 14
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Figure 11 – Results achieved by each approach when executed with our corpus.

Figure 12 – Differences between DMN+ and Seq2Seq when analyzing their perfor-
mances.
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questions correctly and Seq2Seq answered 11. When we analyze the correct answers for
list questions provided by each approach, we can see that DMN+ answered in a correct
manner 11 questions and Seq2Seq only 9 questions.

Regarding wrong answers provided by the approaches, we can see that Seq2Seq
had a better performance on retrieving less not correct answers when we are dealing with
definition questions, on other hand, analyzing the amount of wrong answers retrieved for
fact and list questions, DMN+ had better results than Seq2Seq.

Analyzing the amount of questions that didn’t retrieve any answer, we also obser-
ved that DMN+ performed better, this approach didn’t answer 1 definition questions, 3
fact questions and 3 list questions, on the other hand, seq2seq didn’t answer 5 definition
questions, 6 fact questions and 3 list questions.

Besides the amount of answered questions by their types, we analyzed the elapsed
time on each model training and on their answer retrieval.

Regarding the time spent to train the models, Table 11 provides the results obtai-
ned on each model training. We can see that DMN+ spent almost 8 hours more to finish
the training.

NLP Approach Time Elapsed (HH:MM:SS)
Improved Dynamic Memory
Networks

38:26:53

Sequence To Sequence 30:37:24

Table 11 – Time spent for each approach on model training. Both models were trained in
the same conditions of hardware and basic software settings.

Figure 13 displays the average elapsed time that each implemented approach rea-
ched. It is possible to observe that DMN+ spent almost 5 times more time than Seq2Seq
to retrieve their answers.

When we analyze the average elapse time classified by the question and answer
types, it is possible to identify the huge difference among then. In special, the average
time took by DMN+ to retrieve correct fact questions in relation to SeqToSeq.

3.5 Discussion

One of the mail goals of this experiment was to analyze the performance of two
question answering algorithms, based on natural language processing paradigm when
applied to a restrict domain. In our results we could see that Improved Dynamic Memory
Networks performed better than Sequence To Sequence model, particularly as concerns
when the models are answering questions of fact type.
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Figure 13 – Average Elapse time reached by each approach classified by the answers
type.

Figure 14 – Average Elapse time reached by each approach classified by the answers
type and the question type.
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Another important finding was that we could see an important adherence of ques-
tion answering systems to a educational environment as a tool to support a teaching-
learning process.

Other authors analyzed these two models in questions answering systems as well.
There are similarities between the results expressed by this work and those described by
(Stroh et al.; Bahdanau et al., 2014; Cho et al., 2014; Sutskever et al., 2014; Vinyals and
Le, 2015; Xiong et al., 2016; Anything, 2015; Raghuvanshi and Chase; Kumar et al., 2016),
however, there is a important difference between their approaches and ours, the data used
as Corpus. As we detailed in section 3.3.3, we used as a corpus, written information about
software engineering while the other studies based their experiments in Facebook bAbi
data3 and the DAtaset for QUestion Answering on Real-world (DAQUAR).

Analyzing the results obtained by the other studies we could see that they had
a better performance on answering fact questions Raghuvanshi and Chase; Xiong et al.
(2016); Kumar et al. (2016). We concluded that this difference of performance is related
to how the corpus were prepared for the task, the data sets used by then are specially
orientated for a fact question answering algorithm. Although we have created our training
files based on our corpus, the nature of our data extracted from the books and training
questions brought to us difficulties on mounting the tasks for each model. This issue
related to the training file development lead us to embrace the DMN+ algorithm, the
substitution of the single GRU for the sentence layer and Input fusion layer allowed us to
create our tasks with questions that could be answered in a segment that appears before
or after it Xiong et al. (2016). The article provide a valuable description of Dynamic
Memory Networks and why the improvement was necessary.

The elapse time on model training and answer retrieval was not addressed by the
other works, so this is was not compared in this study.

As the creation of training files became an key task on this kind of application,
more research on this topic need to be undertaken, aiming to facilitate make available
QA systems for different subjects

3.6 Conclusion and Future Work

The aim of this present research was to analyze question answering algorithms
based on natural language processing paradigm and determine if they can be used as an
appliance to support a teaching-learning process. This is the first study that has used
Question answering algorithms that addresses Portuguese language in a tool to support
an educational environment.

3 https://research.fb.com/downloads/babi/
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The current study found that in our context, improved dynamic memory networks
performed better than sequence to sequence algorithm. Despite the better training and
answer retrieving elapse time of Seq2Seq, their results are less interesting than the ones
obtained by DMN+, specially when we consider Fact questions.

The findings of this study suggest that question answering system can be used
as a tool on a teaching-learning support process. We observed a 63% of match for the
DMN+ algorithm when we consider all types of question. If we consider only the questions
classified as Fact, the performance is even better, reaching over 77% of match. These
research highlight the potential usefulness of question answering system in a educational
environment, providing support on accurate knowledge extraction.

There is, therefore, a definite need to create a corpus that can be reliable and
complete enough to be used as a source to the QA system. This task is not easy and
requires a major effort on retrieve and storage reliable information regarding to the domain
selected for the system.

Further studies needs to attempt on the performance of algorithms that aims
to answer complex question, the ones that need to be interpreted. There are several
approaches which claims to solve this Chali et al. (2011); Neves and Leser (2015); Chali
et al. (2015); Pudaruth et al. (2016); Ansari et al. (2016) and they should be analyzed
seeking for improvement on a tool that can be used in a educational environment. Besides
that, more research on the corpus creation should be addressed seeking to make easier
the availability of QA systems for other subjects.
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4 Conclusion

The purpose of the current study was to enlighten the Question Answering subject
in terms of its algorithms, approaches, paradigms, evaluation metrics, fields of application
and others dimensions. Besides of that, we wanted to analyze how these question answering
approaches would perform when applied to an educational environment.

These study has shown that question answering systems have better accuracy
when they are based on natural language processing paradigm and also, this paradigm
is easier adapted to different languages. This is an important result since we didn’t find
any study in Portuguese that could help us in our work. From the NLP paradigms, we
could see that algorithms based on deep learning could bring better results, specially the
ones capable of learning long-term dependencies. From that, we chose Improved Dynamic
Memory Networks (DMN+) and Sequence To Sequence (Seq2Seq) models to analyze their
performance with our corpus. Aiming to evaluate these two approaches in a educational
approach, we select software engineering subject, a field from Computer Science as our
source of knowledge. We selected this subject due its theoretical nature, where we could
extract questions that could be classified as factoid, definition or list.

After the execution of the approaches with our software engineering corpus we
analyzed the results and the findings clearly indicates that DMN+ model performed better
than Seq2Seq model. If we analyze all types of questions, DMN+ reached a 63% match
on correct answers while Seq2Seq reached 45%. Regarding only to fact questions, DMN+
answered correct 77% of the questions, against 52% for Seq2Seq. With this results, and
the difference between the correct answers of DMN+ and Seq2Seq, we could concluded
that the improvement made on Dynamic Memory Network substituting its Input Module
by a Sentence Reader and the Input Fusion layer which gave to the approach a broadly
analysis on the corpus made the difference on its performance.

During our study, we identify a limitation for these kind of approaches. The cre-
ation of a formatted corpus is a difficult task, either because it requires vast and reliable
data sources or because of the high effort involved to format this data source into training
files. We suggest as future works studies that could make easier the development of the
corpus, these would bring agility when making QA systems available for other subjects.
Another possible future work could be on answering complex questions, the ones that
need interpretation to be retrieved.
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Figure 15 – Languages by Paradigm implementation.
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