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Abstract
The exponential growth in the number of scientific publications is not accompanied in
the same pace by the growth of people curating scientific literature. The lack of these
professionals to meet all the existing demands poses a challenge to various research com-
munities. Machine learning techniques for natural language processing produce significant
results in downstream tasks and may be used to analyse linguistic elements in research
articles by indicating the presence or absence of common rhetorical patterns. This study
aims to compare machine learning techniques when computing genre analysis in software
engineering research articles. To achieve this goal, a scientific-research sentence corpus
was created and annotated in a semi-supervised fashion using SVM. Supervised and un-
supervised techniques (KNN, SVM, logistic regression, DBScan and LDA) were used to
perform gender analysis over the corpus. SVM performs very satisfactorily for genre anal-
ysis with an average of 84.22 on f-score when querying linguistic elements on an overall
level

Keywords: Genre analysis, natural language processing, machine learning.



Resumo
O crescimento exponencial do número de publicações científicas não é acompanhado no
mesmo ritmo pelo crescimento de pessoas que fazem a curadoria da literatura científica.
A falta desses profissionais para atender toda a demanda existente coloca um desafio
para várias comunidades de pesquisa. Técnicas de machine learning produzem resultados
significativos em tarefas de processamento de linguagem natural e podem ser usadas para
analisar elementos lingüísticos em artigos científicos, indicando a presença ou ausência de
elementos retóricos comuns. Este estudo tem como objetivo comparar técnicas de machine
learning na análise de gênero em artigos científicos de engenharia de software. Para atingir
esse objetivo, um corpus de sentenças de artigos científicos foi criado e anotado de forma
semi-supervisionada usando SVM. Técnicas supervisionadas e não supervisionadas (KNN,
SVM, regressão logística, DBScan e LDA) foram utilizadas para realizar a análise de
gênero no corpus. O SVM teve um desempenho satisfatório na análise de gênero científico,
com uma média de 84,22 no f-score ao analisar elementos linguísticos em um nível geral.

Palavras chave: Análise de gênero, processamento de linguagem natural, machine lear-
ning.
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1 Introduction

Written communication plays a fundamental role in scholarly development. This
importance is evidenced by exponential increase in the number of scientific publications in
the last few decades (Bornmann and Mutz, 2015). A single publishing company received
1,3 million manuscripts in 2015 Reller (2016). This fact impacts the scientific publishing
process since it calls for the need of a greater number of reviewers. However, a lack
of these professionals to meet all the existing demand Fox (2017) poses a challenge to
various research communities. Furthermore, the revision of a manuscript is composed of
subjective, time-consuming and complex activities. A reviewer needs to have sufficient
scientific background of the evaluated discipline and a mastery of the subjacent science.
Become a reviewer requires training and practice, which are not easily obtained (Hames,
2008; Voight and Hoogenboom, 2012; Provenzale and Stanley, 2006). To address this
issue computational approaches to automatically analyse linguistic elements in research
articles by indicating the presence or absence of common rhetorical patterns have grown
necessary.

Scientific publications have multiple conventions such as preference for the passive
voice, paper division in sections, the use of lexical and phrasal structures to indicate the
function executed by each part of the text (Seaghdha and Teufel, 2014), to cite a few.
Disseminated linguistic work on scientific publications is the CARS (Create a Research
Space) model proposed by Swales (1990). CARS uses a genre analysis approach and
introduces two concepts, namely Moves and Steps. While a Move represents the objectives
and functions of a text segment at an overall level, a Step further elaborates on explaining
how the rhetorical means are used to perform the function of a Move (Ruiying and Allison,
2003).

Computational approaches for Natural Language Processing (NLP) produce sig-
nificant results in downstream tasks such as speech recognition Graves et al. (2013) ,
question answering Johnson et al. (2017); Andreas et al. (2016), machine translation,
summarization and language generation Liu et al. (2018). Such tasks require large lin-
guistic datasets that are scarce when it comes to genre analysis of literature. Researches
on computational approaches which could help editors, reviewers and also authors in the
scientific publishing process are also scant.

Considering this scenario, this thesis evaluates machine learning techniques that
analyses linguistic elements of research articles. This analysis will be carried out into the
introduction sections of software engineering research articles. Software engineering was
chosen due to the current paucity of studies investigating genre analysis in this field.
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Furthermore, software engineering is a field that gains importance in an era where people
and companies rely on software and systems. Moreover, software engineering is a multi-
disciplinary area that not only handles with tools used to construct and maintain software
but also with the human processes surrounding them.

1.1 Research Problem
In this context, this MSC thesis addresses the following research questions: what

is the accuracy of machine learning techniques for automatic genre analysis of
software engineering research articles in the English language?

1.2 Objectives

1.2.1 Main Objective

The main objective of this thesis is to compare machine learning technique for
automatic genre analysis of software engineering research articles in the English language.

1.2.2 Specific Objectives

The specific objectives of this MSC thesis are:

∙ Obj1: Create a sentence corpus of software engineering research papers for genre
analysis in the English language.

∙ Obj2: Expand the sentence corpus using a semi-supervised approach for annotation.

∙ Obj3: Compare the accuracy of supervised machine learning techniques for automa-
tic genre analysis of software engineering research articles in the English language.

1.3 Adherence to FUMEC’s Graduate Program
The FUMEC’s graduate program in Information Systems and Knowledge Manage-

ment is focused on conducting applied and practices research in managerial and technolo-
gical areas. The program has a multidisciplinary approach in Technology and Information
Systems and Information and Knowledge Management lines of research.

This project proposes the application of natural language processing and machine
learning techniques for genre analysis of software engineering research articles. This analy-
sis may support editors, reviewers and also authors to accelerate reviewing and proofrea-
ding processes. This thesis focus is under the Technology and Information Systems field
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and into Cognition, Machine Learning and Information Retrieval subfield in compliance
with FUMEC’s graduate program.

The multidisciplinary character comes from the purpose of the research that may
enable future applications in several disciplines.

1.4 Communications of this Thesis
The research presented in this thesis will be communicated through proceedings.

In the following, the publication is mentioned according to the chapters covering the
respective contribution.

∙ Chapter 2 - A Gold Standard Corpus for Genre Analysis in Software En-
gineering Research Articles: 28th International Conference on Computational
Linguistics (COLING’2020).

∙ Chapter 3 - Comparison of Supervised Machine Learning Techniques for
Genre Analysis of Software Engineering Research Articles: 28th Internati-
onal Conference on Computational Linguistics (COLING’2020).

1.5 Document Structure
This MSc thesis is structured in 4 chapters. Chapter 1 presented the Introduction.

Chapter 2 presents the first paper to be submitted to publication and is composed of the
process details to create a gold standard corpus for genre analysis. Chapter 3 presents the
second paper to be submitted to publication, describing the supervised machine learning
techniques employed to analyse the results of automatic genre analysis. Finally, Chapter
4 outline the conclusions about the current research.
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2 A Gold Standard Corpus for Genre Analysis
in Software Engineering Research Articles

2.1 Introduction

In the last decades, there has been a global exponential increase in the number
of scientific publications (Bornmann and Mutz, 2015; Ware and Mabe, 2015); A single
publishing company received 1,3 million manuscripts in 2015 (Reller, 2016). This fact
impacts the scientific publishing process since it calls for the need of a greater number of
editors and reviewers. However, increasing the number of professionals curating scientific
literature is a challenge as the revision of a manuscript entails subjective, time-consuming
and complex activities. A reviewer needs to master the conventions of academic discourse
or genre employed in the discipline under evaluation. They also need to have sufficient
scientific domain knowledge and to grasp various theoretical underpinnings. Furthermore,
becoming a qualified reviewer is not easily achievable, as it requires extensive training and
practice (Hames, 2008; Voight and Hoogenboom, 2012; Provenzale and Stanley, 2006).

While the number of scientific publications is in steady growth, research on com-
putational approaches which could help editors, reviewers and also authors in the scien-
tific publishing process remains scant. Rather, manual analysis to investigate genre and
communicative events employed in papers is more frequently reported in the literature
(Ruiying and Allison, 2003; Kanoksilapatham, 2005; Basturkmen, 2012; Maswana et al.,
2015). In light of this context, an automatic approach which analyses linguistic elements
in research articles or papers by indicating the presence or absence of common rhetorical
patterns may lead to improvements to the scientific publishing process.

Computational approaches to Natural Language Processing (NLP) produce signifi-
cant results in downstream tasks such as speech recognition (Graves et al., 2013) , question
answering (Johnson et al., 2017; Andreas et al., 2016), machine translation, summarisa-
tion and language generation (Liu et al., 2018). Such tasks require large linguistic datasets
that are scarce in the literature when it comes to genre analysis. Considering this scenario,
this paper presents SciSents1, a newly created gold standard corpus to bridge this gap.
The corpus is based on 9,193 articles from 10 highly-cited software engineering journals
and proceedings, comprising 322,630 sentences from the Introduction sections. In this
respect, the results of initial experiments of automatic clustering of sentences from the
corpus using 3 machine learning techniques (K-Nearest Neighbors (KNN), Latent Dirich-
let Allocation(LDA), and DBScan) are presented. These resources aim to contribute to

1 Avaliable on: https://github.com/coling2020-lais/SciSents

https://github.com/coling2020-lais/SciSents
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research by supporting the development of approaches for genre analysis and by providing
a comparative analysis of the techniques hereby used.

This paper is organized as follows: Section 2 reviews the theoretical foundations
used, Section 3 presents related works, Section 4 describes the process of creating, cleaning
and annotating the corpus, Section 5 details the experiments executed to explore the cor-
pus, Section 6 presents the experiment results, and Section 7 summarizes the conclusions
of this study and outlines future works.

2.2 Foundations

2.2.1 Genre Analysis

Genre is a fuzzy concept frequently employed to refer to categories of real-world
entities. In the language field, genre may be erroneously characterized as a mere mecha-
nism or may be associated as a formulaic way of constructing texts when it is in fact a
matter of choice mainly influenced by the research community in which the author belongs
(Swales, 1990). Each community uses specific language to target a specific audience. Thus,
genre analysis is employed as an attempt to provide a grounded explanation of language
use in scholarly or professional settings (Bhatia, 2014).

In the academic context, researchers use scientific publications to report the re-
sults from their studies. The communication form used in this type of publication is quite
specific to the academic environment and even more so when considering disciplines in-
dividually. In this context, English for Academic Purposes (EAP), encompassing both
English for Specific Academic Purposes (ESAP) and English for General Academic Pur-
poses (EGAP) (Jordan, 1997), enables the identification of more in-depth descriptions
of academic language and the understanding of its communicative nature through text
comprehension and restrictions of the scholarly context (Hyland, 2006). ESAP mainly
investigates practices within a certain academic discipline, such as medicine, physics and
software engineering. The genre analysis approach used by Swales (1990) is a disseminated
linguistic-pedagogical research in ESAP.

In his work, Swales states that "a genre comprises a class of communicative events,
the members of which share some set of communicative purposes"(Swales, 1990, p. 58).
These communicative events are combined according to their structure, content, intended
audience and style to reach purposes of overall communication. Representative samples of
a genre may be seen as a prototypical of parent discourse community and can be recog-
nized by the community expert. The genre is justified by those communicative purposes
that impact the choice of content and style forming the schematic arrangement of the
discourse. Swales’ definition of genre can be best explicated as a sociocognitive construct
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which particular speech and writing communities utilize to keep discoursal forms and pro-
mote recurring rhetorical purpose to establish recurring practices to communicate with
one another (Lenart and Berdanier, 2017). Although genres are typically correlated with
repetitive rhetorical environments, discoursal forms and lexico-grammatical constraints
that allow us to identify a shared set of communicative purposes, they are not static
(Bhatia, 2014).

Swales (1990) proposes the Create a Research Space (CARS) model which prima-
rily focuses on the Introduction section and is made up of Moves and Steps. According
to (Ruiying and Allison, 2003, p. 370) “the concept of Move captures the function and
purpose of a segment of text at a more general level, while Step spells out more specifi-
cally the rhetorical means of realizing the function of Move”. A Move may be achieved
with one or more Steps. A combination of Steps for a Move is the collection of rhetorical
selections usually available to authors to meet a specific purpose. The sequence that a
Step appears in each Move is not a prototypical feature of the genre itself, but rather the
author’s preferred order (Ruiying and Allison, 2003).

Bhatia (1993), however, advocates that the genre determines the Move‘s specific
characteristics, and that authors of a particular scientific genre tend to use certain pat-
terns of rhetorical moves. Thus, the CARS method is commonly employed to identify
these patterns in each section of a paper. The analysis of combined sections can indi-
cate the structural pattern of the whole text and, as a result, provide a comprehensive
understanding of a specific genre.

2.2.1.1 Academic Phrasebank

Academic Phrasebank is a general resource for academic writers compiling a data-
base of English sentences selected from scholarly sources (Morley, 2018). It purports to
provide phraseological examples for academic writers inspired by Swales’ genre analysis
approach (Swales, 1981, 1990).

Phrasebank sentences were initially derived from 100 postgraduate dissertations
written at the University of Manchester, UK. Phrases retrieved from research articles
of different disciplines were, and remain to be, included 2. The phrases are divided into
two distinct sets: one with sentences categorized by the main sections of an academic
article or dissertation and the other with sentences classified according to their general
communicative functions.

The Academic Phrasebank database is composed of thousands of phrases totalling
182 Steps. There is no explicit grouping into Moves. To enable the sentences to be used in
any discipline, the Academic Phrasebank extraction process selected phrases that had non-

2 A reduced version of Phrasebank can be accessed at http://www.phrasebank.manchester.ac.uk/

http://www.phrasebank.manchester.ac.uk/
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domain specific content. In addition, sentences were simplified and cleaned of their specific
domain language content. The Academic Phrasebank Introduction Section is composed
of 2925 sentences and 23 Steps (Morley, 2018).

2.2.2 Natural Language Processing

For a human to understand another human there is a somewhat easy task. Howe-
ver, this is a rather complex endeavour when it comes to computers. Natural Language
Processing (NLP) was created with the aim to explore how computers can be used to le-
arn, understand, and produce content in human language (Chowdhury, 2003; Hirschberg
and Manning, 2015). NLP foundations lie in a number of disciplines such as computer and
information sciences, linguistics, mathematics, electrical and electronic engineering, and
psychology (Chowdhury, 2003). NLP goals are varied and can use a set of techniques, such
as counting word frequencies to compare different writing styles or employ deep learning
models to understand and provide answers for human questions.

The last two decades have seen a growth of NLP into both scientific research and
practical technology. This growth occurred thanks to the rise in computing power, the
availability of large quantities of linguistic data, the development and sharing of machine
learning algorithms, and deep comprehension of human language structure. Current NLP
approaches are employed in downstream tasks such as speech recognition (Graves et al.,
2013), question answering (Andreas et al., 2016), machine translation (Johnson et al.,
2017), and multi-document summarization (Liu et al., 2018).

A straightforward approach towards genre analysis is to cluster or classify sentences
according to their similarity aiming to identify common rhetorical features. Sentences that
a human consider having related meanings tend to be grouped or classified with the same
label. During the last decade techniques for text clustering and classification such as LDA,
KNN, and DBScan have proven to be powerful tools (Rus et al., 2013; Wang and Goutte,
2018; Tan, 2005; Schubert et al., 2017; Ng et al., 2002).

Bag Of Words (BoW) is a technique that allows text comparison and may be used
with machine learning techniques such as LDA and achieve strong results (Moghaddam
and Ester, 2012) with lower computational cost. For a vocabulary of words, BoW counts
the occurrences of words within a document, but the Word order or structure in the
document are not considered, therefore the name bag. Recent approaches to text compa-
rison employ sentence similarity to compute how close in meaning two phrases are. This
is not a trivial task, due to the large number of possible sentences and the ambiguity of
words. Current approaches that tackle sentence similarity problem (Kiros et al., 2015; Hill
et al., 2016; Devlin et al., 2019) represent sentences as vectors so that operations in the
Euclidean Space as the cosine similarity can be undertaken.
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Measuring sentence similarity is closely related to similarity of words which also
require computational representation. Modern approaches to learning word and sentence
representation use Deep Learning models (Peters et al., 2018). Learning is performed by
using a vast amount of raw data in an unsupervised fashion in order to generate vector
representations considering the context in which the word is set.

Word representation models are based on the Distributional Semantics theory,
which claims that words occurring in similar contexts are semantically alike. Distributional
Semantics has multiple theoretical origins such as psychology, structuralist linguistics,
and lexicography (Bruni et al., 2014). It can be traced back to Harris (1954) proposal of
distributional analysis. The author states that semantic similarity between two words is
a function of the similarity degree of the contexts in which they occur. As a consequence,
their meanings rely mainly on their environments of use (Lenci, 2008; Harris, 1954).

Current sentence representation approaches, in turn, are based on The Principle
of Compositionality Semantic (Pelletier, 1994). According to the author, the meaning of a
whole is merely a function of the meanings of its components and the way in which these
components are combined. The words and rules that connect the words are therefore used
to measure the similarity between two sentences.

Measuring the similarity of words and sentences is commonly undertaken operati-
ons in a vector space such as cosine similarity. Within cosine similarity, the inner product
of two vectors is calculated to measure the cosine of the angle between them. Considering
X = vector (”King”) - vector (”Man”) + vector (”Woman”), the cosine distance may
be employed to search, in the vector space, for the word closest in meaning to X. The
expected result for X is vector ("Queen") (Mikolov et al., 2013).

2.3 Related Work

As previously stated, Swales (1990) introduces the CARS model for genre analysis.
This framework entails three obligatory Moves for research article introductions: Move 1 -
Establishing a territory, Move 2 -Establishing a niche, and Move 3 - Occupying the niche.
Swales (2004) states that the type or nature of a move may, sometimes, be indicated by
grammatical features. For instance, topic generalization in Move 1 can be perceived by the
use of present continuous tenses; indicating a gap in Move 2 may be identified by negative
or quasi-negative elements; and the beginning of Move 3 may be characterized by the use
of deictics, personal pronouns or the presence of “was to” in the text. Moreover, lexical
signals are also presented by Swales (2004), ranging from the most clear ones such as “The
main methods used were"to more subtle instances as concluding phrases indicating the
end of a Move. Despite the fact that Swales’ work has defined and explained the notions
of Moves and Steps in an academic text (and also provided ways to recognize them), their
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identification in scientific texts is not as transparent as it may seem (Cotos, 2011).

A similar scientific research-article sentence corpus to the current research was pro-
posed by Fisas et al. (2015). They presented an annotated corpus of scientific discourse in
the domain of Computer Graphics comprising 40 documents and 10,780 sentences. Each
sentence was labelled as belonging to one of 5 categories (Challenge, Background, Appro-
ach, Outcome and Future Works) based on Argumentative Zoning theory. Argumentative
Zoning states that a research article can be studied according to its zones (text blocks),
which share a rhetorical function and are related to the discourse aim of the overall paper
(Teufel, 1999; Liakata et al., 2010). The annotations by the Fisas et al. (2015) corpus was
extended by Fisas et al. (2016) adding the purpose for a citation and the relevance of a
sentence for a summary. Lauscher et al. (2018) uses Fisas et al. (2016) to study the effect
of argumentative components on rhetorical analysis tasks. A neural multi-task learning
architecture combined with argument extraction with a set of rhetorical classification was
employed. The results showed that rhetorical analysis tasks are positively impacted by
argumentative components. Nevertheless, their analysis does not produce any insights
that could guide reviewers, editors, and authors paper examination, despite the fact that,
compared to the Fisas et al. (2016) corpus in of Computer Graphics (and restricted to 40
documents), more sentences had been annotated. This numbers may still not be enough
for ML algorithms.

Another automatic approach that uses NLP and explores the structure of research
articles was proposed by Seaghdha and Teufel (2014). It was also based on Argumentative
Zoning theory and proposes the hypothesis that "the generality of rhetorical language
allows the construction of models that can separate out topical and rhetorical language
use". By using an unsupervised topic model architecture, they analyzed 129,595 abstracts
taken from open-access journal articles. The argumentative zones and most probable
words for each zone were identified. The authors stated their study is the first step into
inducing templates that could be used by writers. In an analogous way, it would be like
the automatic assembly of an article model from sentences of the Academic Phrase Bank
considering the main rhetorical functions found in the scientific environment.

Yang et al. (2018) propose an automatic academic paper rating that trains an
attention-based Convolution Neural Network (CNN) by using accepted and rejected pa-
pers from Arxiv3. The model aims to generate a high-level representation of papers by
dividing them into sections and by using the attention mechanism to aggregate the re-
presentations of each section. Paper information such as title, authors, and abstract was
included as features for the neural network. The proposed approach may contribute to a
better paper examination, yet uses rejected papers that are not commonly found. More-
over, textual patterns frequently used in papers are not explicitly identified; focus is on

3 https://arxiv.org/

https://arxiv.org/
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an analysis of the sections that have a greater influence on the acceptance or rejection of
papers.

2.4 Dataset
Due to the inexistence of a corpus for genre analysis in software engineering, we

compiled a scientific-research sentence (SciSents) corpus. This was conducted in two sta-
ges: dataset collection and manual annotation. These stages are detailed in the following
subsections.

2.4.1 Dataset Collection

2.4.1.1 Article selection and download

Software engineering was chosen due to the current paucity of studies investigating
rhetorical moves in this field. Papers from journals and proceedings listed in the top 13
Google Scholar citation ranking, category Engineering & Computer Science, subcategory
Software System4 were selected to compose the dataset. Publications from 3 journals could
not be downloaded so they were not included. Papers from the journals listed in Table 1
were downloaded. The criteria for article inclusion were: English language, publications
between the years 2000 and 2018, the presence of a section named Introduction. Any
paper which did not meet the following criteria was removed from corpus if it had one
page only, if it did not have a Document Object Identifier (DOI), or if it was an editorial,
a letter, an erratum, or a Note. By the end of this process, the dataset comprised 9,193
papers (Table 1).

2.4.1.2 Sentence extraction and cleaning

After the research papers were downloaded their contents were extracted and clea-
ned so as to be used as input in the experiment. Content extraction was made through an
algorithm named Science Parse5. The algorithm parses research articles (in PDF format)
and returns them in a structured way (in JSON format). Its main advantage over an
algorithm which simply transforms PDF into text is that it seeks to identify the sections
of an article and adds them separately to a JSON file.

Following the extraction process, the transformation process started with a sen-
tence tokenizer that generated 403,895 phrases. Split sentences were analyzed and those
that Science Parse misidentified as part of the Introduction section (but in fact, were
footnotes incorrectly included) were removed from the corpus. The number of words per
4 https://scholar.google.com.bitations?view_op=top_venues&hl=EN&vq=eng_

softwaresystems (accessed on 2018/09/14)
5 Science-parse can be accessed in https://github.com/allenai/science-parse/

https://scholar.google.com.bitations?view_op=top_venues&hl=EN&vq=eng_softwaresystems
https://scholar.google.com.bitations?view_op=top_venues&hl=EN&vq=eng_softwaresystems
https://github.com/allenai/science-parse/
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sentence was also checked and phrases with up to 3 words or with more than 49 words per
sentence (up outliers in boxplot) removed. By the end of this process the corpus amounted
to 322,630 sentences (Table 1).

Journals and Conference Proceedings Papers Sents
ACM/IEEE International Conference on Software Engineering (ICSE) 2,224 54,300
IEEE Transactions on Software Engineering (TSE) 1,128 46,654
Journal of Systems and Software (JSS) 1,627 64,738
ACM SIGSOFT International Symposium on Foundations of Software Engineering
(FSE)

464 15,553

ACM SIGPLAN Conference on Programming Language Design and Implementation
(PLDI)

635 26,402

Information and Software Technology (IST) 1,343 46,779
Mining Software Repositories (MSR) 250 6,236
Empirical Software Engineering (ESE) 544 24,347
IEEE/ACM International Conference on Automated Software Engineering (ASE) 424 13,100
Software & Systems Modeling (SoSyM) 554 24,521
Total 9,193 322,630

Table 1 – Number of papers and sentences per Journal and Conference.

2.4.2 Manual Annotation Procedures

In an attempt to accelerate the manual annotation process, facilitating the find
of sentences with the same rhetorical moves, sentences from the corpus were normalized
and compared with the academic phrasebank sentences that also were normalized. The
normalization was carried out with spaCy library6, which tokenized, down-cased, and re-
moved stopwords from sentences.The Moves and Steps categories were defined before the
identification of rhetorical moves in the corpus. Academic phrasebank introduction sen-
tences were grouped into 23 sub-classifications. For the purpose of the current experiment,
they were deemed as belonging to the Steps categories (Swales, 1990).

Manual analysis in the phrasebank normalized sentences showed that short phrases
with one or two words were wrongly segmented. These were removed, as they alone
did not form complete sentences. Regular expressions were included in the phrasebank
sentences so as to increase the probability of finding similar sentences in the corpus.
These expressions were considered instead of sentence similarity techniques due to the
fact that phrasebank sentences are generic and often incomplete, as some contain letters
such as ’X’ or ’Y’ replacing specific content words. Moreover, sentences with typical terms
and expressions within the realm of Software Engineering field could generate noise in a
sentence similarity analysis, which could lead to such sentences not being found even if
they presented the same rhetorical moves.

6 https://github.com/explosion/spaCy

https://github.com/explosion/spaCy
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Next, a regular expression search in corpus sentences with expressions created
from academic phrasebank sentences was undertaken. 2,760 sentences were found, but
none corresponded to 7 out of the overall 23 phrasebank Steps. Manual analysis was once
again performed to ensure the output phrases fell within the same rhetorical moves from
all respective academic phrasebank sentences. This validation was carried out by two
linguistic experts who were assigned to validate 10 sentences for each Step. No sentence
could be validated for Step Outlining the structure of a thesis or dissertation. Also, it was
not possible to validate a minimum of 10 sentences for 8 out of the overall phrasebank
Steps. This could only be achieved for a total of 7 Steps. These results indicated that
regular expression search was not able to find all proposed Steps, showing that it was
inefficient with 30% of the Steps as to reaching a minimum of 10 validated sentences.

As som Steps categories are not commonly used in papers (e.g. Outlining the
structure of a thesis or dissertation), and given subtle semantic differences between seve-
ral Steps (with no substantial impact to genre analysis in article Introductions), the 23
phrasebank sub-classifications were narrowed down to 13 Steps. This was made with the
aid of a linguistic expert who merged, classified and placed these categories across the 3
aforementioned Moves proposed by Swales (1990): Establishing the territory, Establishing
a niche and Occupying the niche (see Table 4).

Finally, the last procedure was performed with the aid of Prodigy7, a scripta-
ble annotation tool. During this process, the annotator selected the corresponding Step
indicating the rhetorical move performed by the sentence. In total, 595 sentences were
manually annotated by the linguistic expert. Table 4 presents the number of sentences
annotated for each Move and Step.

2.4.2.1 Corpus Statistics

This section presents some statistics regarding SciSents. As mentioned previously,
the corpus was crawled from 10 highly-cited journals and conferences, and has 322,630
sentences from 9,193 papers (see Table 1). Figure 1 presents the distribution of papers by
year of publication.

2.5 Experiments

2.5.1 Machine learning techniques

In order to query the corpus and to establish a gold-standard for comparing the
results, an experiment was carried out for sentence classification within Moves and Steps.
The following techniques were employed: KNN, LDA, and DBScan. The techniques utili-
7 https://prodi.gy/

https://prodi.gy/
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Move Step Qty.
Establishing the territory 187

Establishing the importance of the topic for the discipline 37
Establishing the importance of the topic for the world or society 45
Establishing the importance of the topic as a problem to be ad-
dressed

45

Referring to previous work to establish what is already known 60
Establishing a niche 98

Identifying and highlighting inadequacies, weaknesses, controver-
sies and negative outcomes within the field of study

45

Identifying a knowledge gap, a lack of or paucity of previous re-
search in the field of study

53

Occupying the niche 310
Stating the focus, aim, purpose or argument of the current rese-
arch

44

Setting out the research questions or hypotheses 36
Describing the research design and the methods used 47
Explaining the significance or give reasons for personal interest in
the current study

33

Describing the limitations of the current study 31
Outlining the structure of a chapter, paper, thesis or dissertation 80
Explaining Keywords (also refer to Defining Terms) 39

Total 595

Table 2 – Number of annotated sentences by Move and Step

Figure 1 – Articles distribution by year of publication

zed were fully implemented with the use of Python language. KNN implemantation was
based on Cover et al. (1967), LDA used the gensim library (Řehůřek and Sojka, 2010),
and DBScan used sklearn (Buitinck et al., 2013).

To generate a sentence representation for LDA the BoW model was applied to
the corpus sentences. For the other two techniques, sentences were represented as a 1024-
position vector using BERT as a Service (Xiao, 2018) based on BERT (Devlin et al.,
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2019). In these techniques, the cosine similarity was used for sentence comparison.

2.5.2 Settings and Metrics

KNN training was carried out separately for Moves and Steps. For each case, a
subset of annotated sentences was created so that the number of sentences in each Move
and Step was balanced, i.e. the maximum number of elements in a Move or Step could not
be greater than the minimum number of sentences in the Move or Step set with the least
number of items. Thus, the Move training subset amounted to 294 sentences, since the one
with the fewer number of elements was Establishing the niche, totalling 98 sentences. The
subset of Steps had 403 sentences, since the one with the least amount of elements was
Describing the limitations of the current study, with 31 sentences. Three training epochs
were carried out and in each round subsets were divided into balanced test and training
sets in the proportion of 33%/67%, 50%/50%, and 67%/33%. In cases where the division
was not exact, rounding was performed. The K value used in KNN varied from 3 to 98
for the Move and from 3 to 31 for the Step training.

The training of LDA and DBScan ran through all corpus sentences. For LDA,
sentences were tokenized and down-cased, stopwords were removed with spaCy library8,
and the BoW model was applied. As the number of Steps found could be higher than the
13 Steps devised for our framework shown in Table 1, a range from 13 to 26 clusters were
tried for LDA training. An additional training with 3 clusters was performed to analyze
the Moves. For all topics quantity 10 iterations were utilized. For DBScan, an epsilon
ranging from 0.022 to 0.072 and 23, 46 and 92 minumum points were tried. With the use
of cosine similarity the DBScan clustered sentences according to their semantic proximity.

There is no direct evaluation metric to determine whether an unlabelled sentence
belongs to a specific category. Thus, to analyze technique performance the purity of labels
considering the Steps and the Moves was measured. Purity retrieves the frequency of the
most prevalent category into each cluster. The larger the purity value, the more productive
the clustering solution (Zhao and Karypis, 2001)

2.6 Results

Purity calculation was based on manually annotated sentences, but except for
KNN all other techniques grouped the sentences based on entire corpus calculus. KNN
in turn classified sentences based on training set sentences. The most productive results
obtained for each technique are presented in Table 3.

8 https://github.com/explosion/spaCy

https://github.com/explosion/spaCy
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Technique Step Purity Move Purity
DBScan 0.1635 0.4714

KNN 0.5000 0.7879
LDA 0.2758 0.4945

Table 3 – Purity reached by each technique

The experimental results show significant difference between the three techniques
regarding Step purity and Move purity. Results point that KNN achieved best score in
both analyses. In Steps the purity was 0,5000 for a k of 16, whereas in Moves purity
was 0.7879 for a k of 17. This sheer discrepancy between Step and Move results may be
explained by the fact that the concept of Move is at an overall level divided into only
3 main categories. Conversely, the concept of Step goes deeper into a more fine-grained
explanation as to how the rhetorical means are used to execute the Move function. This
is the reason why they were classified into 13 distinct categories.

When looking only into clustering techniques we found that even LDA using BoW
did not take the order or structure of words into account, and for this reason it presented
better results than DBScan using BERT (Devlin et al., 2019), which is a state-of-the
art model. An important difference between LDA and DBScan is that in the former the
number of clusters is predetermined whereas in the latter the calculation is done by the
algorithm itself. LDA Step purity reached 0.2758 for 14 clusters while DBScan reached a
purity of 0.1635 for 7 clusters. LDA Move purity achieved 0.4945 for 3 clusters whereas
DBScan reached 0.4714 for 5 clusters.

2.7 Conclusion and Future Work
This paper presented a gold standard corpus for genre analysis in software engi-

neering research articles. The corpus was compiled from 10 highly cited journals and con-
ference proceedings comprising 322,630 sentences and 565 annotated sentences. Training
was performed by means of three machine learning techniques using sentence similarity,
namely K-Nearest Neighbors, Latent Dirichlet Allocation and DBScan. KNN presented
the highest purity scores for both Moves and Steps. Regarding future work, supervised
machine learning techniques may be used to detect rhetorical patterns within a larger
number of annotated sentences.
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3 Comparison of Supervised Machine Lear-
ning Techniques for Genre Analysis of Soft-
ware Engineering Research Articles

3.1 Introduction

Written communication plays a fundamental role in scholarly development. This
importance is evidenced by the large number of estimated publications and journals (Lar-
sen and von Ins, 2010; Björk et al., 2008; Mabe, 2003). To ensure this great volume of
scientific publications is academically sound, a sufficient number of reviewers becomes
crucial. However, the lack of such professionals to meet all the existing demand (Fox,
2017) poses a challenge to various research communities. To address this issue, computa-
tional approaches have been purportedly implemented to automatically query linguistic
segments in research articles in order to indicate the presence or absence of commonly
used rhetorical patterns.

Scientific publications have multiple and somewhat standardised conventions such
as preference for the passive voice, paper division in sections, and use of lexical and phrasal
structures to indicate the function executed by each part of the text (Seaghdha and Teufel,
2014), to cite a few. Disseminated linguistic work on scientific publications is the CARS
(Create a Research Space) model proposed by Swales (1990). CARS approaches genre
analysis by introducing two concepts, namely Moves and Steps. While a Move represents
the objectives and functions of a text segment at an overall level, a Step further elaborates
on explaining how the rhetorical means are used to perform the function of a Move
(Ruiying and Allison, 2003).

Automatic approaches such as Support Vector Machines (SVM) (Bennett and
Demiriz, 1999; Tang et al., 2007) may be employed to compute genre analysis due to its
productive results regarding textual issues (Horn et al., 2014; Fernández-Delgado et al.,
2014). Nonetheless, they require annotated data which are scant in the literature and not
easily obtained, and the existing ones have limited amount of data (Fisas et al., 2015, 2016;
Seaghdha and Teufel, 2014; Anthony and Lashkia, 2003; Pendar and Cotos, 2008; Cotos
and Pendar, 2016; Fiacco et al., 2019). Manual annotation is an arduous, expensive and
time-consuming task as it requires expert human annotators. To tackle this problem, SVM
can be used as a semi-supervised approach, in which considerable amounts of unlabeled
data are utilized with labeled data to form more solid classifiers (Zhu, 2005).

This work aims to evaluate supervised and semi-supervised machine learning tech-
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niques that automatically retrieve rhetorical patterns within Swales’ CARS genre analysis
model in research articles. This investigation was carried out into SciSents1 corpus and,
for this reason, is restricted to the Introduction section of software engineering articles.
This paper has two main objectives: the first is to augment the number of annotations
in SciSents corpus and the second is to compare and assess the F-Scores generated by
supervised approaches for genre analysis in research articles. In this respect, the results
of experiments of SVM and logistic regression techniques are presented.

The paper proceeds as follows. First, the corpus and the semi-supervised annota-
tion procedures are presented. Next, the techniques and their features are discussed in
a comparative fashion. Following the experiments, included implementation details are
addressed and, finally, the results are described.

3.2 Data
A genre analysis experiment was conducted in SciSents, a dataset of research article

sentences. This data resource is based on 9,193 software engineering articles published
between 2000 and 2018 in highly-cited journals and conference proceedings. The corpus
consists of 322,630 sentences from the Introduction sections, in addition to 595 annotated
sentences in 13 Steps and 3 Moves (see Table 4) in SciSents and based on Swales’ CARS
model (Swales, 1990).

To increase the number of annotated sentences in SciSents, a semi supervised
strategy with SVM was employed. For such, the corpus phrases were represented in a
1024-position vector using BERT (Devlin et al., 2019), following the implementation of
Xiao (2018) as described in section 3.1.

Two different embeddings were generated. The first consisted of generating corpus
sentence representation individually and the second a representation in conjunction with
the previous sentence. The purpose of this second approach was to investigate whether
the previous sentence had an influence on the genre analysis of the subsequent one. In the
cases where the sentence was not preceded by any other, the representation was calculated
with that sentence solely. It is important to highlight that the previous sentences were
not necessarily the immediately preceding ones since some invalid sentences were removed
from SciSents during the preprocessing stage.

The embedded sentences were the input of training and phrase labels were utilized
to perform a 5-fold cross-validation. To evaluate the performance of the semi-supervised
process three measures were employed: Precision, Recall, and F-score. Precision measures
the proportion of correct classified sentences out of the total number of annotated sen-
tences, while Recall estimates the proportion of correctly annotated sentences out of the
1 Avaliable on: ANONYMOUS
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Move SS R1 R2Step
Establishing the territory 187 257 444

M1-S01 - Establishing the importance of the
topic for the discipline

37 57 94

M1-S02 - Establishing the importance of the
topic for the world or society

45 65 98

M1-S03 - Establishing the importance of the
topic as a problem to be addressed

45 63 116

M1-S04 - Referring to previous work to esta-
blish what is already known

60 72 136

Establishing a niche 98 136 199
M2-S05 - Identifying and highlighting inade-
quacies, weaknesses, controversies and nega-
tive outcomes within the field of study

45 63 113

M2-S06 - Identifying a knowledge gap, a lack
of or paucity of previous research in the field
of study

53 73 86

Occupying the niche 310 435 666
M3-S07 - Stating the focus, aim, purpose or
argument of the current research

44 64 97

M3-S08 - Setting out the research questions
or hypotheses

36 56 73

M3-S09 - Describing the research design and
the methods used

47 67 122

M3-S10 - Explaining the significance or give
reasons for personal interest in the current
study

33 42 100

M3-S11 - Describing the limitations of the
current study

31 50 72

M3-S12 - Outlining the structure of a chap-
ter, paper, thesis or dissertation

80 99 117

M3-S13 - Explaining Keywords (also refer to
Defining Terms)

39 57 85

TOTAL 595 828 1,309

Table 4 – Manual annotated sentences number by Move and by Step in SciSents (SS),
semi supervised Round 1 (R1) and Round 2 (R2).

incorrectly predicted sentences plus the correctly classified sentences. F-Score in turn is
the harmonic mean of both Precision and Recall (Goutte and Gaussier, 2005). The results
of F-Score for each Step with the two different embedding representations are presented
in Tables 6 and 7.

Following the annotation stage, the probability of the corpus sentences belonging
to each one of the 13 Steps in SciSents was computed using the sentence embedding with
one sentence solely. The 20 most likely sentences for each Step (260 in total) were manually
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checked by a linguistic expert with considerable knowledge about Swales’ CARS model.
Through this analysis we identified that 228 sentences were correctly classified whereas 5
sentences were incorrectly classified. 27 sentences could not be categorized because of a few
tokenization glitches. At the end of this stage, 233 sentences were added to the annotated
set, including the 5 incorrect classified ones that were corrected, which amounted to a total
of 828 manually annotated sentences. A new SVM 5-fold cross validation was administered
with this annotated set. The results of F-Score are also presented in Tables 6 and 7.

A second round of semi-supervised annotation followed. This time the linguistic
expert analysed random sentences with different probabilities for Steps calculated by a
trained SVM considering embeddings generated from corpus sentence individually. Table
5 shows in each column the number of sentences with a higher probability than that
indicated in the column title, with a difference of 10% in each column.

A total of 481 sentences were manually checked, of which 308 were considered
as being correctly classified and 173 were deemed as being incorrectly classified. The
misclassified sentences were manually reclassified, so they could be added to the correct
ones within the annotated set. Sentences with tokenization problems were discarded. At
the end of this stage, 1,309 sentences were part of the manually annotated set as shown in
Table 4. Once again a SVM 5-fold cross validation was performed. The results of F-Score
are also presented in Tables 6 and 7.

Step >90% >80% >70% >60% >50% >40% >30% >20% >10%
M1-S01 2 69 384 1149 2781 5850 10511 15545 16781
M1-S02 6 162 660 1692 3675 7076 11882 16741 17773
M1-S03 269 1428 3387 6217 10326 16158 23687 31631 33384
M1-S04 480 2432 5819 10895 18403 29812 47161 66291 70053
M2-S05 6 145 771 2238 5094 9953 16808 23865 25322
M2-S06 68 188 337 527 797 1214 1910 2831 3098
M3-S07 38 364 1031 2172 3906 6488 10091 13477 14153
M3-S08 60 357 813 1442 2379 4006 6989 11142 12294
M3-S09 101 884 2837 5943 11254 19772 31806 43718 46109
M3-S10 10 155 708 2078 4539 9262 17364 26874 28863
M3-S11 1 27 70 128 239 474 977 1770 2064
M3-S12 20486 24488 27306 29714 32091 34818 37955 40876 41519
M3-S13 167 453 861 1442 2367 3817 6328 9239 9908

Total 21694 31152 44984 65637 97851 148700 223469 304000 321321

Table 5 – Number of predicted sentences per probability set calculated considering em-
beddings generated from individual corpus sentences

3.3 Machine Learning Techniques
We have recognized the genre analysis issue as a supervised problem using SVM, lo-

gistic regression techniques and BERT (Devlin et al., 2019), and Universal Sentence Enco-
der (Cer et al., 2018a) sentence embedding techniques. Each pair of technique-embedding
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type ran over every annotated set: SciSents, semi-supervised round 1 and semi-supervised
round 2. The pair SVM-BERT was employed as the basis for a semi-supervised annotation
and used for comparison with the rest of the experiment.

3.3.0.0.1 SVM:

Support Vector Machines are non-parametric and deterministic algorithms based
on statistical learning. They have been broadly used in several fields, specially in NLP
(Joachims, 1998; Yang, 1999; Goudjil et al., 2018). SVM builds a hyperplane in a multi-
dimensional space with the aim of training a set of labeled instances creating a boundary
between distinct classes (Hearst et al., 1998; Joachims, 1998).

3.3.0.0.2 Logistic Regression:

Logistic regression is a statistical technique for binary classification which can
also be used to multi-class classification by treating these as several binary classification
problems (Ifrim et al., 2008). It computes classes probabilities using a logistic function
and constructs a linear hyperplane separating the classes.

3.3.1 Features

The two different vector features representations used to train the techniques are
described next:

3.3.1.0.1 Universal Sentence Encoder:

Universal sentence encoding (Cer et al., 2018a) generates embedding vectors by
encoding greater-than-word length text using two different models: transformer (Vaswani
et al., 2017) architecture and deep averaging network (DAN) (Iyyer et al., 2015). Trans-
former architecture encoder consumes substantial resources and imposes complexity to
the model aiming high accuracy. It is context-aware and takes into account the ordering
and identity of all words in the context and uses attention to compute the representations
of words in a sentence. The second encoding model, the deep averaging network (DAN),
assumes lightly reduced accuracy aiming efficient inference. It receives as input the em-
beddings for words and bi-grams, computes its averaged and inserts this average into a
feedforward deep neural network (DNN) to create sentence embeddings. The output of
both model is a 512-dimensional sentence embedding.

3.3.1.0.2 BERT:

Bidirectional Encoder Representations from Transformers or BERT (Devlin et al.,
2019) is a masked-language model to text representation. It is composed of multi-layer
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bidirectional transformer encoder that pre-trains in a large unlabeled text corpus and has
two objectives: masked language modeling and next sentence prediction. A random sample
of the tokens is masked (replaced with the special token), the next sentence is predicted
and BERT continues with the training and optimization until it obtains satisfactory results
(Liu et al., 2019).

3.4 Experiment

3.4.1 Implementation

The techniques utilized were fully implemented with the use of the Python lan-
guage. Each technique was trained using 5 fold cross-validation and averages across F-
Score results on test folds were reported. SVM and logistic regression uses sklearn library
(Buitinck et al., 2013). SVM uses linear kernel and C = 1.

For each technique two different combinations of sentence embedding features were
explored: Universal Sentence Encoder and BERT. As to the former, a TensorFlow imple-
mentation2 (Cer et al., 2018b) was used and generated a 512-dimensional sentence em-
bedding vector. Concerning the latter, BERT as a Service (Xiao, 2018) was employed and
a 1024-position vector was generated.

3.4.2 Results

We report the F-score averaged over the folds of our techniques in Tables 6, 7,
8 and 9. Each table column shows the result of an experiment type that is composed
of a technique (SVM or logistic regression), a sentence embedding technique (BERT or
universal sentence encoder), and an annotated set (SciSents, semi-supervised Round 1
and semi-supervised Round 2).

Table 6 summarizes the results of the experiments on Steps when using one sen-
tence solely to generate the embeddings. With all but 2 Steps (M1-S03- Establishing the
importance of the topic as a problem to be addressed and M3-S11-Describing the limitati-
ons of the current study), logistic regression technique with BERT presented better scores.
In 6 times of these the highest results were achieved in the semi-supervised annotation
round 2 (M1-S01-Establishing the importance of the topic for the discipline, M1-S02-
Establishing the importance of the topic for the world or society, M1-S04-Referring to
previous work to establish what is already known, M2-S05-Identifying and highlighting
inadequacies, weaknesses, controversies and negative outcomes within the field of study,
M3-S09-Describing the research design and the methods used, and M3-S10-Explaining the
significance or give reasons for personal interest in the current study). In the remaining 5
2 https://tfhub.dev/google/universal-sentence-encoder/4



3.4. Experiment 39

Steps (M2-S06-Identifying a knowledge gap, a lack of or paucity of previous research in the
field of study, M3-S07-Stating the focus, aim, purpose or argument of the current research,
M3-S08-Setting out the research questions or hypotheses, M3-S12-Outlining the structure
of a chapter, paper, thesis or dissertation, and M3-S13-Explaining Keywords (also refer to
Defining Terms)), better scores were obtained in the semi-supervised annotation Round
1.

The best performance among all results was achieved for Step M3-S12 (Outlining
the structure of a chapter, paper, thesis or dissertation) in semi-supervised annotation
Round 2 using logistic regression and BERT, which showed a 0.8856 F-Score. All results
in Table 6 for M3-S12 were higher than 0.84. This result can be explained by the fact
that sentences within this Step are very prototypical as "The paper is structured as fol-
lows","Finally, Section 6 concludes the paper and discusses its implications.", and "The
remainder of this paper begins with a comparison to related work (Section 2), followed by
an overview of the approach used to create a corpus, perform change classification, and
evaluate its performance (Section 3).".

The worst performance among all results in Table 6 was a 0.1152 F-Score produced
in M3-S10 (Explaining the significance or give reasons for personal interest in the current
study) when using logistic regression and universal sentence encoder in SciSents annota-
ted sentences. One possible explanation for this low performance is that the number of
annotations is one of the smallest among all steps (33 sentences). In addition, this result
can be justified by the fact that sentence type used in this Step is quite varied such as
"Our experiments, backed by a human study, suggest DeltaDoc could replace over 89%
of human-generated What log messages.", "This combines visualizations, providing a high
level overview, and wiki pages, providing more detailed information juxtaposed in a focus-
plus-context oriented format.", and "The backward analysis computes an over approxima-
tion of all possible inputs that can generate those attack strings.". Throughout annotations
rounds, M3-S10 improved its results reaching a still low performance of 0.4092. The best
performance in Table 6 for M3-S10 scored 0.5081 when using the pair SVM-BERT.

Table 7 shows the performance of the experiments on Steps when using both
actual and previous sentences to generate the vector representation. The pair logistic
regression with BERT beats other pairs in 7 (M1-S02, M1-S03, M2-S05, M2-S06, M3-
S08, M3-S09, and M3-S10) out of the 13 Steps. As to the results regarding sole sentence
embedding, the best performance among all was achieved in M3-S12 but this time in
SciSents annotations using SVM and BERT with a 0.8932 F-Score. One of the reasons that
may have contributed to this result even before semi-supervised rounds is the annotated
sentence number (80) being the highest among all Steps. The worst performance in this
type of experiment was a 0.1152 F-Score produced in M3-S10.

We notice that results shown in Table 6 are more productive than results in Table 7
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Step SVM-BERT SVM-USE LR-BERT LR-USE
SS R1 R2 SS R1 R2 SS R1 R2 SS R1 R2

M1-S01 34.00 53.28 65.05 34.5 54.02 65.71 39.52 59.24 65.80 35.82 61.59 62.56
M1-S02 31.87 52.10 61.56 47.33 58.46 56.31 38.52 53.05 64.32 40.24 60.76 55.31
M1-S03 47.51 62.80 63.54 49.44 55.11 58.73 45.97 63.26 62.91 52.02 51.91 55.18
M1-S04 33.14 44.57 54.47 32.10 49.12 50.44 41.26 51.93 60.98 34.92 47.55 51.00
M2-S05 41.8 50.43 55.88 40.84 53.07 51.24 37.99 51.6 58.42 35.65 53.97 52.17
M2-S06 69.09 80.46 78.00 62.54 74.45 70.45 73.33 81.60 79.81 55.59 69.72 65.92
M3-S07 50.75 68.65 70.30 49.99 68.97 64.18 58.18 77.04 74.03 53.60 67.57 66.18
M3-S08 58.56 75.33 63.19 62.83 66.64 53.22 60.66 76.03 69.59 60.11 61.44 55.22
M3-S09 27.92 46.02 63.38 29.86 42.09 55.07 24.03 51.20 64.58 26.28 43.74 51.58
M3-S10 31.98 34.30 50.81 19.50 25.76 42.98 36.79 38.29 56.82 11.52 18.43 40.92
M3-S11 78.97 86.12 76.75 75.84 78.79 75.26 81.38 86.92 80.44 83.70 87.66 75.55
M3-S12 82.94 85.71 85.37 75.45 81.32 74.64 86.43 88.55 84.74 71.47 81.01 74.90
M3-S13 81.69 85.42 81.45 69.94 74.65 73.68 84.29 88.13 79.72 71.12 75.07 69.46

Table 6 – Experiment results per Step on SciSents (SS), semi supervised Round 1 (R1)
and Round 2 (R2) annotated sentences sets using one sentence solely to create
the vector representation (LR = Logistic Regression; USE = Universal Sentence
Encoder). The strongest F-score in each row is in bold. (Acho que esta ultima
informação deve estar numa nota de rodapé)

in 44 (or 56.41%) out of 78 when considering the experiments that used BERT in isolation.
When analysing only the best scores for each Step in both tables, Table 1 has best results
in 8 (61.53%), while Table 2 has the best results in 4 (30.77%) out of (quantos?) cases.
There was a draw in one case. Surprisingly, the performance when using universal sentence
encoding was the same in both tables.

Step SVM-BERT SVM-USE LR-BERT LR-USE
SS R1 R2 SS R1 R2 SS R1 R2 SS R1 R2

M1-S01 27.22 47.55 56.63 34.5 54.02 65.71 32.34 52.67 62.11 35.82 61.59 62.56
M1-S02 60.5 64.50 70.50 47.33 58.46 56.31 58.99 67.35 75.92 40.24 60.76 55.31
M1-S03 41.16 53.64 58.58 49.44 55.11 58.73 48.25 54.81 58.79 52.02 51.91 55.18
M1-S04 44.42 52.09 60.84 32.10 49.12 50.44 50.14 56.79 58.09 34.92 47.55 51.00
M2-S05 47.59 52.68 61.10 40.84 53.07 51.24 48.60 54.60 62.42 35.65 53.97 52.17
M2-S06 56.02 74.03 71.44 62.54 74.45 70.45 62.12 79.07 75.12 55.59 69.72 65.92
M3-S07 29.63 55.37 53.37 49.99 68.97 64.18 33.65 54.50 59.49 53.60 67.57 66.18
M3-S08 47.48 64.74 52.68 62.83 66.64 53.22 57.30 68.57 58.79 60.11 61.44 55.22
M3-S09 40.29 52.12 61.83 29.86 42.09 55.07 41.19 59.27 66.49 26.28 43.74 51.58
M3-S10 50.5 39.77 58.66 19.50 25.76 42.98 55.03 55.37 62.91 11.52 18.43 40.92
M3-S11 69.51 72.71 71.02 75.84 78.79 75.26 68.43 76.55 70.77 83.70 87.66 75.55
M3-S12 89.31 87.84 84.65 75.45 81.32 74.64 87.10 86.59 83.27 71.47 81.01 74.90
M3-S13 78.60 77.56 82.51 69.94 74.65 73.68 79.55 81.23 80.61 71.12 75.07 69.46

Table 7 – Experiment results by Steps on SciSents (SS), semi supervised Round 1 (R1)
and Round 2 (R2) annotated sentences sets using the sentence in conjunction
with the previous sentence to create the vector representation (LR = Logis-
tic Regression; USE = Universal Sentence Encoder). The strongest F-score in
each row is in bold.(Acho que esta ultima informação deve estar numa nota de
rodapé)



3.4. Experiment 41

Table 8 summarizes the results of experiments on Moves when using one sentence
solely to generate the embeddings. The best F-score for each Move was achieved with
logistic regression and BERT in semi-supervised annotation Round 1 with an average of
0.8569 against an average of 0.8422 in Round 2. The lowest score in Round 2 was 0.7867
for M1 (Establishing the territory) whereas M2 (Establishing a niche) scored 0.8564. M3
(Occupying the niche) outperformed all other results with a score of 0.9275. When we
compare these results with their respective scores in semi-supervised annotation (Round
2), there is a difference of 0.0126, 0.0129, and 0.0187 between Moves M1, M2 and M3
respectively.

Move SVM-BERT SVM-USE LR-BERT LR-USE
SS R1 R2 SS R1 R2 SS R1 R2 SS R1 R2

M1 72.22 75.91 72.68 60.98 69.65 63.53 72.20 78.67 77.41 46.79 65.79 61.70
M2 79.30 84.01 79.71 75.70 79.70 78.58 80.39 85.64 84.35 78.48 80.84 78.70
M3 88.17 91.99 88.17 85.61 88.54 85.35 89.23 92.74 90.87 84.87 88.48 85.86

Table 8 – Experiment results by Moves on SciSents (SS), semi supervised Round 1 (R1)
and Round 2 (R2) annotated sentences sets using one sentence solely to create
the vector representation (LR = Logistic Regression; USE = Universal Sentence
Encoder). The strongest F-score in each row is in bold. (Acho que esta ultima
informação deve estar numa nota de rodapé)

Table 9 presents experiments results on Moves when the vector representation is
created using the actual sentence in conjunction with the previous sentence. As in the
technique with sole sentence embeddings for Moves, the best F-Score was reached with
logistic regression and BERT. But this time M1 and M2 were reached in semi-supervised
annotation in Round 2 and M3 in semi-supervised annotation in Round 1. When we
compare scores from Table 8 with those from Table 9 we can notice that the figures on
the former surpass all respective results on the latter when considering BERT alone. Once
again, when Universal Sentence Encoder was used there was no difference between the
embedding from one sentence alone and from a sentence in conjunction with its previous
one.

Move SVM-BERT SVM-USE LR-BERT LR-USE
SS R1 R2 SS R1 R2 SS R1 R2 SS R1 R2

M1 63.42 65.99 69.06 60.98 69.65 63.53 64.70 72.01 73.91 46.79 65.79 61.70
M2 76.88 77.80 78.19 75.70 79.70 78.58 77.78 80.93 82.45 78.48 80.84 78.70
M3 86.18 88.60 86.69 85.61 88.54 85.35 87.09 90.47 89.4 84.87 88.48 85.86

Table 9 – Experiment results by Move on SciSents (SS), semi supervised Round 1 (R1)
and Round 2 (R2) annotated sentences sets using the sentence in conjunction
with the previous sentence to create the vector representation (LR = Logis-
tic Regression; USE = Universal Sentence Encoder). The strongest F-score in
each row is in bold.(Acho que esta ultima informação deve estar numa nota de
rodapé)
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When analysing results evolution throughout the annotation process within each
experiment type we can notice that they did not always improve accordingly. In Table 6,
when we compare SciSents with annotations from Round 1 only in one situation (1,92% of
the total), there was no improvement in the F-score. When comparing annotations from
Round 1 with Round 2, the latter outperformed the former in 46,15% of the cases. A
possible explanation is that in Round 1 highest-ranked sentences by SVM were annotated
while in Round 2 sentences with random probabilities were annotated. Thus, in Round
1, similar sentences to those that the techniques already knew were included, whereas in
Round 2 sentences which were different from those the techniques knew (but still belonged
in that Step) were included.

When approaching annotation evolution throughout Table 7 we observe that ex-
periments within Round 1 annotations outperformed experiments in SciSents for 90.38%
of the results. When comparing experiments in annotations between Round 1 and Round
2 there is a 50% (26 times) draw in which Round 2 showed better results than Round
1. The same analysis in Tables 8 and 9 shows that experiments in Round 1 annotations
outperformed experiments in SciSents. When comparing annotations between Round 1
and Round 2 we observe no improvement in the latter (as shown in Table 8), but some
improvement in 33,33% of the overall cases, as we see in Table 9. These results indicate
that the second round of annotation may have included sentence types unknown to the
technique.

3.5 Discussion

The present study was designed to augment the number of annotations in SciSents
corpus and to compare the results of supervised machine learning techniques for genre
analysis in software engineering research articles. The number of annotated sentences was
increased from the 595 in SciSents to 1309 through two semi-supervised rounds using
SVM. Although most of the best results for Steps were achieved with the second round
annotation set, this did not always happened, thus indicating the need for more annota-
tions for different probabilities which potentially fall within the Steps categories. These
annotations may also contribute to genre analysis regarding Moves, whose results have
barely evolved with the second round of annotation.

One interesting finding in the experiments in supervised machine learning techni-
ques is that the use of sentence embedding generated from the sentence alone was better,
in most cases, than that with the use of the actual sentence together with its preceding
one. Another important finding is that the vector representation provided by BERT deli-
vered better results than Universal Sentence Encoder into the tested sets. Finally, logistic
regression mostly provided better F-score than SVM into the tested sets.
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3.6 Related Work

Anthony and Lashkia (2003) work was based on Swales’ theory and proposed a
computer software tool which automatically identifies the structure of a research article.
The tool is named Mover and aims to present to learners a panorama of the move structure
utilized in the RA. It was tested in 100 information technology articles abstracts with 692
sentences. The abstracts were manually annotated based on a Modified Create a Research
Space (CARS) model proposed by Anthony (1999). The model is composed of Swales’
(1990) 3 Moves, as well as 12 Steps. As if is a general model created for introductions and
due to the small size of the base, not all steps appeared in the dataset. A modified bag of
words was utilized to represent the text in a way that it could be machine manipulated.
In a traditional bag of words, dataset sentences would be tokenized in single words.
However, the authors added clusters of sequential words in order to allow the system to
operate at the discourse level. Because of that, they named the model Bag of Clusters.
As well as allowing the system to identify steps which are only possible to classify if the
preceding or later Steps are known, an additional “location” feature was added to the
bag of clusters model. The model’s output feeds a Naive Bayes classifier that performed
consistently with an average accuracy of 68%. The accuracy varied by Step ranging from
17% (Indicate gap) to 92% (Announce research). The authors justified the poor result
of some classes by the scare training items from these Steps. Through error analysis, the
authors observed that when the software presented flaws, the Step incorrectly categorised
tended to fall within the same Move. To improve the accuracy of the system the two most
probable classifications were used in a second experiment. In this case, the user had to
select the most appropriate option. With this procedure, accuracy achieved 86%. Despite
the productive results, the reduced number of articles and sentences was a hindrance for
deeper analyses.

Pendar and Cotos (2008) proposed the development of a pedagogical tool which
automates discourse evaluation. The tool’s goal is to appraise academic writing drafts in
agreement with an adapted model based on Swales, to compare it with other papers in
the same discipline and to provide feedback to the student. To develop such a tool, a
text-categorization approach using Suport Vector Machine (SVM) to classify sentences
from research article introductions drawn on Swales’ rhetorical moves was employed. To
check the tool’s performance, an experiment with a corpus called Intelligent Academic
Discourse Evaluator (IADE) composed of published research articles from 20 academic
disciplines was executed. The dataset consisted of 401 Introduction sections and 11,149
sentences. These sentences were manually annotated according to the CARS model’s
Moves. The Steps were suggested by the authors. Due to the sparseness of data, the study
did not attempt to automatically classify the Steps within the Moves. To execute the
classification in SVM, sentences were stemmed and represented in a n-dimensional vector
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(word unigrams, bigrams and trigrams). Experiment results were very encouraging (with
an accuracy above 70%), but the dataset was relatively small.

Cotos and Pendar (2016) made progress on their own 2008 work by increasing
IADE’s size to 1,020 research articles across 51 disciplines. Sentences were also annotated
according to CARS model, but this time including both Moves and Steps. SVM was also
employed and sentences were represented as an n-dimensional vector of word unigrams
and trigrams. The classifier achieved a Move accuracy of 72.6% and a Step accuracy of
72.9%.

Fiacco et al. (2019) presented a neural network architecture composed of a Bi-
LSTM with CRF as an automated approach to examine rhetorical structure in student
writing. The architecture comprised an embedding layer, a sentence-level recurrent layer,
and a document-level recurrent layer. The embedding layer was initialised with a pre-
trained representation of GloVe (Pennington et al., 2014) and was fine-tuned to the dataset
to produce a better word representation. Each word embedding generated by this layer
was fed to sentence-level layer made up of two separate LSTMs: one forwards and one
backwards. The result of each LSTM was later concatenated to generate the full sentence
embedding and serve as input for the document-level layer. This one, in turn, was also
composed of forward and backward LSTMs generating new sentence embeddings which
encoded not only sentence level features but also inter-sentence information. CRF layer, in
turn, used sentence embeddings to retrieve the influence of past and future tags in order to
measure transition probabilities for each tag individually and for each tag in combination
with another. Two datasets were employed to test the model: IADE (Pendar and Cotos,
2008; Cotos and Pendar, 2016) and Research Writing Tutor (RWT) comprised of 900
full research articles (and not only Introduction sections) across 30 academic disciplines.
RWT was manually annotated and a sentence could be labeled with several steps if it
had one communicative goal and more than one functional strategy; a sentence could be
assigned with a secondary Move/Step tag if it had more than one communicative goal.
Experiments results achieved a precision and a recall of 77%, and an F1-score of 76% for
the classification task in RWT dataset.

3.7 Conclusion

The present study was designed to compare supervised machine learning techni-
ques which automatically retrieved linguistic segments from research articles. Firstly, a
semi-supervised approach was used to increase the number of annotated sentences in Sci-
Sents corpus. Next, two supervised techniques and two sentence embedding techniques
were employed to execute genre analysis on the dataset. Our results suggest that an ap-
proach based on logistic regression and BERT can perform very satisfactorily for genre



3.7. Conclusion 45

analysis. In addition, the semi-supervised annotation process has proven to contribute to
the annotation process, but needs to include elements with random probabilities so as to
consistently improve the technique.

As future work, the semi-supervised annotation process and the techniques hereby
described could be used in other sections of software engineering research articles. In
addition, these same analyses could be performed on articles from other disciplines to
compare the differences between these fields within the scientific genre.





47

4 Conclusions

The objective of this thesis was to compare the F-score of supervised machine
learning techniques for automatic genre analysis of software engineering research articles
in the English language. Two different machine learning models were compared: SVM
and logistic regression. Each model was training with two different sentence embedding
techniques: BERT and universal sentence encoder. The first specific objective of this work
was "create a sentence corpus of software engineering research papers for genre analysis
in the English language"and was achieved with the creation of SciSents (chapter 2) that
is composed of 322,630 sentences. The second specific objective was "expand the sentence
corpus using a semi-supervised approach for annotaion"and has been achieved using SVM
and with the manually checking of linguistic expert. 1,309 sentences were annotated and
the probabilities of other corpus sentences belonging to the annotated labels was calcula-
ted. The third and final specific objective was "compare the F-score of supervised machine
learning techniques for automatic genre analysis of software engineering research articles
in the English language"and was achieved with the results section in chapter 3.

Comparison among techniques shows that logistic regression with BERT can per-
form very well in genre analysis outperforming other techniques with an average of 84.22
on f-score when querying linguistic elements on an overall level. In addition, the semi-
supervised annotation process has proven to contribute to the annotation process.

The SciSent corpus was made publicly available on the internet and may be used
by future investigations focused on genre analysis for the English language. We believe
that the current research may provide improvements to the scientific publishing process
helping editors, reviewers and also authors when writing or analysing research articles.
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